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Introduction: 𝝉 physics

2023/8/21

Search for forbidden decays of tau
• Lepton Flavor Violation: 𝜏 → ℓ𝛾, 𝜏 → ℓℓℓ, 𝜏 → ℓ𝑉!

• Observation à Clear signs of new physics 
Precision measurements of the tau properties
• Lepton Flavor Universality

• Deviation from the SM à Indirect signs of new physics

Tau Physics
宇野健太 (新潟大学) 

Flavor Physics Workshop (ONLINE)
2020年11月25日

1

τ−

ντ

W−

e−(µ−)

ν̄e(ν̄µ)

タウレプトン
• 荷電レプトン

• 第３世代の粒子
• 最も重いレプトン: 1.78 GeV
• 弱い相互作用

• 重いため、多数の崩壊モード
( !より重いので、!を含む崩壊が可 )
• 基本的にニュートリノが必ず存在
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レプトニック崩壊 ハドロニック崩壊
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𝝉 lepton: heaviest lepton in the Standard Model (SM)
• Leptonic and Hadronic decays: > 200 decay channels!
à Sensitive to new physics
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Belle experiment (1999 ‒ 2010)
• 8 GeV 𝑒" and 3.5 GeV 𝑒#

• Recorded ~1000 fb-1 data

Belle II experiment (2018 - )
• 7 GeV 𝑒" and 4 GeV 𝑒#

• Recorded 424 fb-1 data

Belle, Belle II experiments

𝝉 factory (𝑵𝝉𝝉~𝟒. 𝟎×𝟏𝟎𝟖 Belle II)
𝜎 𝑒𝑒 → 𝑏𝑏 ~1.1 nb, 𝜎 𝑒𝑒 → 𝜏𝜏 ~0.9 nb

• Enables high precision studies
• Searches for rare processes

Belle (II) detectors
• Good efficiency of neutral particles (𝜋!, 𝜂)
• Good reconstruction of missing energy
• Specific low-multi triggers at Belle II

• Eg. single track trigger
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FIG. 5: Dominant Feynman Diagram for production of �L in
association with ⌧+⌧� pair in e+e� annihilation.

FIG. 6: e+e� invariant mass distributions are shown in the
top inset with 2.5 MeV bin-width in the signal region cor-
responding to m�L = 150 MeV, which has the highest ob-
served significance of 2.5 standard deviations in this channel.
The data are shown as black dots, while the signal, ⌧+⌧�,
other Monte Carlo components of the backgrounds and the
additional uniform background component are shown by pink,
cyan, yellow and green histograms, respectively. The statis-
tical and systematic components of the uncertainty on total
background have been added in quadrature and are shown
by the shaded histogram. The bottom sub-plot compares the
signal distribution with data minus the background contribu-
tions.

FIG. 7: µ+µ� invariant mass distributions are shown in the
top inset with 10 MeV bin-width in the signal region corre-
sponding to m�L = 0.825 GeV and 2.425 GeV, which have
the second highest and highest observed significance of 2.1 and
2.2 standard deviations in this channel, respectively. The data
are shown as black dots, while the signal, ⌧+⌧�, other Monte
Carlo components of the backgrounds and the additional uni-
form background component are shown by pink, cyan, yellow
and green histograms, respectively. The statistical and sys-
tematic components of the uncertainty on total background
have been added in quadrature and are shown by the shaded
histogram. The bottom sub-plots compare the signal distri-
bution with data minus the background contributions.

𝑒#𝑒$ → 𝜏#𝜏$ at Belle (II)
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How to reconstruct 𝝉 at Belle (II)

𝑉$% =
∑& |�⃗�&'( ( 𝑛$%|
∑& |�⃗�&'(|

�⃗�$% is defined so that 𝑉$% is maximized
�⃗�$%

𝜏-pair event is divided into two hemispheres
• Signal-side: Target 𝜏 decay, Eg. 𝜏 → ℓ𝛾, ℓℓℓ, ℓ𝑉! in LFV search
• Tag-side: 1-prong or 3-prong 𝜏 decay in the SM

Not fully reconstruct 𝜏 in the SM due to neutrinos

à Identify 𝜏-pair events using thrust axis, �⃗�$%

CM frame

This method is used in Belle (II) 𝝉 analysis to identify an 𝝉 event.

all the reconstructed particles

�⃗�$%,'
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LFV decay: 𝝉± → ℓ±𝑽𝟎
Charged Lepton Flavor Violation
• Forbidden in the SM but possible in several new physics scenarios

• 𝜏 → ℓ𝑉!: sensitive to leptoquark model

Belle analysis (𝑉! = 𝜌!, 𝜙, 𝜔, 𝐾∗)
• Use full data (980 fb-1)
• Consider 3-prong decay in 𝜏$)*
• Event selection by BDT 

V!𝜏"#$𝜏%&$ℓ𝜈𝜈, 𝜋𝜈, 𝜋𝜋%𝜈
3𝜋𝜈, 𝜋𝜋%𝜋%𝜈

ℓ

Belle II analysis (𝑽𝟎 = 𝝓)
• Use 190 fb-1 data
• Untagged reconstruction
• Event selection by BDT

𝜙 → 𝐾'𝐾(𝜏"#$𝜏%&$

ℓ
Signal detection efficiency ~ 2 × Belle

JHEP06(2023)118

No requirement 
on the tag side

arXiv:2305.04759

Improved the sensitivities by untagged reconstruction and BDT

Exotic decay à High signal detection efficiency is crucial!

https://link.springer.com/article/10.1007/JHEP06(2023)118
https://link.springer.com/article/10.1007/JHEP06(2023)118
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(a) τ → µρ0 (b) τ → µφ

(c) τ → µω (d) τ → µK∗0

(e) τ → µK∗0

Figure 4. Observed event distributions of M!V 0 vs. ∆E after the τ → µV 0 event selection. Black
points are the data, blue squares show the signal MC distribution with an arbitrary normalization.
The red elliptical lines are the signal regions. The estimations of the number of background
events are done using the data between the red horizontal lines outside the blind regions (the gray
dashed rectangles).

– 10 –
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Belle: Analysis approach
𝑒 or 𝜇

𝑉!

ℓ
𝜈ℓ 𝜈*

𝜏"#$

𝜏%&$
𝑒( 𝑒'

Thrust

Signal-side: Reconstruct ℓ and 𝑉7

• 𝑉7: 𝜌7, 𝜙, 𝜔, 𝐾∗(1𝐾∗7)

CM frame

2023/8/21

Tag-side: Require 1, 3-prong 𝜏

Signal region
(SR)

(a) ⌧ ! e⇢
0 (b) ⌧ ! e�

(c) ⌧ ! e! (d) ⌧ ! eK
⇤0

(e) ⌧ ! eK
⇤0

Figure 5: Observed event distributions of M`V 0 vs. �E after the ⌧ ! eV
0 event selection.

Black points are the data, blue squares show the signal MC distribution with an arbitrary

normalization. The red elliptical lines are the signal regions. The estimations of the number

of background events are done using the data between the red horizontal lines outside the

blind regions (the gray dashed rectangles).

– 14 –

Signal region
(SR)

Background (eg. 𝜏 → 3𝜋𝜈,	𝑒𝑒 → 𝑞;𝑞) suppression: BDT!
• Prepare BDT classifier for each ℓ𝑉! mode
• Training: 11 input variables for ℓ𝜔, 9 input variables for others

Δ𝐸 = (𝐸ℓ+!
,- − 𝑠/2)
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Belle: 𝝉± → ℓ±𝑽𝟎 results
J
H
E
P
0
6
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2
3
)
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1
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Mode ε (%) NBG σsyst (%) Nobs Bobs (×10−8)
τ± → µ±ρ0 7.78 0.95±0.20(stat.) ±0.15(syst.) 4.6 0 < 1.7
τ± → e±ρ0 8.49 0.80±0.27(stat.) ±0.04(syst.) 4.4 1 < 2.2
τ± → µ±φ 5.59 0.47±0.15(stat.) ±0.05(syst.) 4.8 0 < 2.3
τ± → e±φ 6.45 0.38±0.21(stat.) ±0.00(syst.) 4.5 0 < 2.0
τ± → µ±ω 3.27 0.32±0.23(stat.) ±0.19(syst.) 4.8 0 < 3.9
τ± → e±ω 5.41 0.74±0.43(stat.) ±0.06(syst.) 4.5 0 < 2.4

τ± → µ±K∗0 4.52 0.84±0.25(stat.) ±0.31(syst.) 4.3 0 < 2.9
τ± → e±K∗0 6.94 0.54±0.21(stat.) ±0.16(syst.) 4.1 0 < 1.9
τ± → µ±K∗0 4.58 0.58±0.17(stat.) ±0.12(syst.) 4.3 1 < 4.3
τ± → e±K∗0 7.45 0.25±0.11(stat.) ±0.02(syst.) 4.1 0 < 1.7

Table 2. The signal efficiency (ε), the expected number of background events (NBG), total
systematic uncertainty of the expected number of signal events (σsyst), the number of observed
events in the signal region (Nobs), and the observed 90% C.L. upper limits on the branching fraction
(Bobs (10−8)).

improved by 30% on average from the previous results. We achieve these improvements both
with the reconsideration of the event selection criteria and with the 126 fb−1 of additional
data set.
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No significant excess in all ℓ𝑉7 modes

Set ULs at 90% CL by counting approach
𝑩(𝝉 → 𝒆𝑽𝟎) < 𝟏. 𝟕 − 𝟐. 𝟒 ×𝟏𝟎C𝟖

𝑩(𝝉 → 𝝁𝑽𝟎) < 𝟏. 𝟕 − 𝟒. 𝟑 ×𝟏𝟎C𝟖

The ULs are improved by ~30% from the previous results

＊
＊
＊
＊
＊
＊
＊
＊

World leading results
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Belle II: Analysis approach

Table 3. Final selection efficiencies and yields on data and simulation for specific regions of the (M⌧ ,

�E⌧ ) plane: the signal regions (SR) and the reduced sidebands (RSB) for both channels. The expected

data yield in the SR Nexp is the product of the yield Ndata observed in the RSB and the MC background

ratio rMC. The final observed yields in the data SR are also reported in the last row. Statistical (stat)

and systematic (syst) uncertainties are omitted wherever negligible.

Quantity Region Mode
e� µ�

Signal
efficiency "`�

SR (6.1 ± 0.9 (syst))% (6.5 ± 0.6 (syst))%

rMC SR / RSB 0.23+0.16
�0.10 (stat) 0.12+0.07

�0.04 (stat)

Ndata RSB 1.0+2.3
�0.8 (stat) 3.0+2.9

�1.6 (stat)
Nexp SR 0.23+0.55

�0.21 (stat) 0.36+0.39
�0.23 (stat)

Nobs SR 2.0+2.6
�1.3 (stat) 0.0+1.8

�0.0 (stat)
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Figure 4. Scatter plots of �E⌧ vs M⌧ for simulated SM background and data in the ⌧� ! e�� (left) and

⌧� ! µ�� (right) channels, after all selections. The red squares represent the signal regions (SR), while

the green lines delineate the ±3� (e�) or ±2� (µ�) �E⌧ band (RSB) used for estimating the expected

number of events in the SR. The RSB region is the area outside the red box and inside the green solid

lines.

6 Upper limit computation

The 90% confidence level (C.L.) upper limits on the ⌧� ! `�� branching fractions are computed
as

BUL(⌧ ! `�) =
s

L ⇥ 2�⌧⌧ ⇥ "`�
, (3)

where s is the corresponding 90% C.L. upper limit on Nobs � Nexp, the difference between
the observed and expected data yields. The other inputs to Equation 3 are the integrated
luminosity L = 190 ± 1 fb�1 of the analyzed data sample; the ⌧ -pair production cross section
�⌧⌧ = 0.919± 0.003 nb and the signal efficiency "`�. The selection of a specific final state for the
� candidate reconstructed as � ! K+K� is already included in the total signal efficiency "`�, as
the simulated samples allow for any possible known decays of the �. Therefore no normalization
to B(� ! K+K�) is needed in Equation 3.
We estimate upper limits with the CLs [12, 13] method in a frequentist approach implemented

10

• Background events are evaluated from data in the sidebands
• Perform Poisson counting experiment approach in SR

Pisa, 2023/05/17 L.Zani -  decays studies at Belle II� 16

τ , ℓ@: yields extraction 
● Poisson counting experiment approach in signal regions in 
M �and [E �= E*sig \ Ks/2 plane

, expected background evaluated from data reduced 
sidebands with scaling from simulation

Muon mode:  , @� � Electron mode:  , e@�

Untagged approach
• Reconstruct 𝜏,-* → ℓ𝜙

• SR: 𝑀ℓ/ and Δ𝐸0 = (𝐸ℓ/
12 − 𝑠/2)

𝜏 → 𝜇𝜙𝜏 → 𝑒𝜙

𝜙𝜏"#$𝜏%&$
ℓ?
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Belle II: 𝝉± → ℓ±𝝓 results
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Figure 5. Observed (solid black curve) and expected (dashed black curve) CLs as a function of the

assumed branching fractions of ⌧� ! e�� (top) and ⌧� ! µ�� (bottom). The red lines correspond to

the 90% C.L.s
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Set ULs at 90% CL

Pisa, 2023/05/17 L.Zani -  decays studies at Belle II� 17

τ , ℓ@: results 
● No signiJcant excess in 190 fb-1

● Set 90% CL upper limits on the BF with CLs method:

Muon mode:  , @� �Electron mode:  , e@�

, successful Jrst 
application of untagged 
approach in -pair�  
analysis at Belle II

Observed: BFUL ( , e@) = 23 x 10� -8   

Expected: BFUL ( , e@) = 15 x 10� -8   

Observed: BFUL ( , @) = 9.7 x 10� � -8 

Expected: BFUL ( , @) = 9.9 x 10� � -8 

Results not 
competitive yet

Conf. paper arXiv: 2305.04759

Obs. 𝐵EF 𝜏 → 𝑒𝜙 = 23×10CG
Exp. 𝐵EF 𝜏 → 𝑒𝜙 = 15×10CG

Obs. 𝐵EF 𝜏 → 𝜇𝜙 = 9.7×10CG
Exp. 𝐵EF 𝜏 → 𝜇𝜙 = 9.9×10CG

Successful first application of untagged approach 
in 𝝉 analysis at Belle II 

𝐵./ 𝜏 → 𝑒𝜙 = 2.0×10(0 at Belle 𝐵./ 𝜏 → 𝜇𝜙 = 2.3×10(0 at Belle
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𝝉± → ℓ±𝜶 search at Belle II
• Search for 𝜏 → ℓ + 𝛼 (invisible)

• eg. Axion-like particle (ALP)

• Upper Limit from ARGUS
• 476 pb-1 data (1995)

Belle (II) can set more stringent limits on the invisible boson

Phys.Rev.Lett.130,181803

12 Introduction

The search for τ± → "±α was previously performed by the ARGUS and Belle II exper-230

iments [8,9]. ARGUS used 475 pb−1 data and set upper limits on the τ± → "±α branching231

fractions, relative to the corresponding standard-model leptonic decays at 95% confidence232

level (CL):233

B(τ± → e±α)/B(τ± → e±νν̄) < (0.6− 3.4)× 10−2, (1.1)

B(τ± → µ±α)/B(τ± → µ±νν̄) < (0.3− 3.6)× 10−2, (1.2)

where the range indicates the dependence on the α mass (mα) as shown in Figure 1.2 [8].234

Belle II used 62.8 fb−1 data and set the upper limits at 95% CL:235

B(τ± → e±α)/B(τ± → e±νν̄) < (1.1− 9.7)× 10−3, (1.3)

B(τ± → µ±α)/B(τ± → µ±νν̄) < (0.7− 12.2)× 10−3. (1.4)

Figure 1.3 shows upper limits of B(τ± → "±α)/B(τ± → "±νν̄) at 95% CL.236

Figure 1.2: The upper limits of B(τ± → "±α)/B(τ± → "±νν̄) for electrons (open squares)
and muons (full squares) at 95% confidence level [8].

0.0 < 𝑚1 < 1.6 GeV

UL at 95% CL

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.181803
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𝝉± → ℓ±𝜶: Analysis approach

2023/2/24

2021/4/20 4

基本的な解析方針
Recoでタウをどうもってくるか？à 3 trackをタウだと思う
• !!$%&"# = −!!'(&"# = −!$%'(&"# : $!"# = %/2となるようにスケールはする
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Belle MC simulation

Monthly Meeting2018.11.17

擬τ静止系での解析
τ粒子は短寿命なのでBelleでは直接検出できない→対生成することと方向近似を利用

tag-sideの3π(3 charged particles) の方向をτ粒子の方向と近似して、擬τ粒子静止系で
の運動量分布を見る（運動量の大きさはビームエネルギーから求められる）
この運動量分布で、標準模型の分布(BG分布)から有意にずれた分が、 τ→μXのμの
信号(あるいは、ここからupper limitを与える)
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吉延さんのスライドから

吉延さんのProceedingやスライドにはカットについて書かれていない
• Belle IIやARGUSで使用されてるカットから見ていく

ℒ% > 0.95
1-3 prong

𝒆𝟑𝝅
CM frame

𝒆𝝉𝐭𝐚𝐠
𝒆𝝉𝐬𝐢𝐠

• Split event in two hemispheres based on the thrust axis
• Signal side: 1 lepton track (ℓ = 𝑒, 𝜇)
• Tag side: 3-pion (𝜏 → 3𝜋𝜈 decay)
• Veto neutrals to suppress hadronic bkg

𝑚* = 1.78 GeV 
𝑚2" = 1.26 GeV

Chapter 3261

Analysis approach262

The signal events are two-body decays, while the dominant background events arise from263

three-body decays, τ± → "±ν!ντ . Therefore, the lepton momentum in the τ -rest frame (pτ! )264

is a key variable to seprate the signal and background events. The distribution of pτ! for the265

signal events is monochromatic depending on the α mass, whereas the background events266

have a broad distribution as shown in Figure 3.1. By comparing this signature, we can267

distinguish signal and background events.268

To perform the Lorentz boost to the τ -rest frame, the flight direction of the τ lepton269

is needed. However, the tau lepton cannot be fully reconstructed because there is at least270

one neutrino via the standard-model decay and also an undetectable particle (α) in the271

signal side. Therefore, an estimation of the flight direction is a key point in this analysis.272

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

(truth)-rest frame [GeV/c]τ in 
µ

Truth p

0

50

100

150

200

250

300

350

400

450

310×

Ev
en

ts
 / 

0.
03

 (SM decay)ττ→ee

=0 MeV)
α

 (mα e→τ

=500 MeV)
α

 (mα e→τ

=1000 MeV)
α

 (mα e→τ

=1500 MeV)
α

 (mα e→τ

Belle
-1 Ldt = 711 fb∫

-310×) = 3.0α e→τBr(

(a) τ± → e±α and τ± → e±νeντ

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

(truth)-rest frame [GeV/c]τ in 
µ

Truth p

0

20

40

60

80

100

120

140

160

180

200

220

310×

Ev
en

ts
 / 

0.
01

 (SM decay)ττ→ee

=0 MeV)
α

 (mαµ→τ

=500 MeV)
α

 (mαµ→τ

=1000 MeV)
α

 (mαµ→τ

=1500 MeV)
α

 (mαµ→τ

Belle
-1 Ldt = 711 fb∫

-310×) = 3.0αµ→τBr(

(b) τ± → µ±α and τ± → µ±νµντ

Figure 3.1: Distribution of the lepton momentum in the τ -rest frame (pτ! ).

19

• Exploit the shape differences
• Signals: 𝜏 → ℓ𝛼 two-body decays

• Backgrounds: 𝜏 → ℓ𝜈𝜈 three-body decays

à 𝑝ℓ, 𝐸ℓ in tau rest frame: monochromatic

How to obtain tau direction?
• Require 𝜏 → 𝑎3(→ 3𝜋)𝜈 in tag side
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distribution of experimental data in the signal region, we
validate the simulation using variables that are insensi-
tive to the presence of ⌧�!`�↵ decay, and study control
regions defined by accepting events containing neutral pi-
ons or photons, rather than rejecting them. The distri-
butions of x` for events belonging to the signal region are
shown in Fig. 1.

We model each x` spectrum as a sum of contributions
from the signal decay, the standard-model leptonic decay,
and all other sources of background,

N(x`) = N`⌫̄⌫
✏`↵
✏`⌫⌫

B`↵

B`⌫̄⌫
f`↵(x`)

+ N`⌫̄⌫ f`⌫̄⌫(x`) +Nb fb(x`) , (2)

where the probability density functions f`↵, f`⌫̄⌫ , and
fb are binned distributions taken from simulations, N`⌫̄⌫

and Nb are the observed yields, and ✏`↵/✏`⌫⌫ is the e�-
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Figure 1: Spectra of x` for electrons (top) and muons (bot-
tom) in simulation and experimental data. Simulated spectra
for standard-model processes are shown stacked, with the gray
band indicating the total uncertainty, which is dominated
by the lepton-identification e�ciency uncertainty. Remaining
background processes other than ⌧�!`�⌫̄`⌫⌧ contributing to
the spectrum are combined together and collectively referred
to as “other”. The distributions for ⌧�! `�↵ are shown for
three ↵ masses assuming branching-fraction ratios of 5%.

ciency of observing ⌧�! `�↵ decays relative to that for
observing ⌧� ! `�⌫̄`⌫⌧ .
We use RooStats [31] and HistFactory [32] to fit our

model to binned data using extended maximum likeli-
hoods that are functions of the branching-fraction ratio
B`↵/B`⌫̄⌫ and of N`⌫̄⌫ and Nb.
The leading systematic uncertainties originate from

the corrections to the lepton-identification e�ciency and
particle misidentification rate, based on comparison of
calibration samples in data and simulated events. These
corrections depend on the momentum and polar angle;
their typical ranges are summarized in Table II. The
resulting uncertainties are asymmetric and strongly de-
pend on x`; their ranges and averaged values over the
standard-model yields are also reported in the same ta-
ble. The contribution from lepton-identification e�-
ciency partially cancels in the ratio between signal and
normalization channels; while the contribution from par-
ticle misidentification rates does not, as it a↵ects only
other background sources.

Table II: Typical ranges for corrections to the lepton-
identification e�ciencies and misidentification rates, together
with ranges for their respective uncertainties and their aver-
age values.

Correction Uncertainty Average
range range(%) uncert.(%)

Electron identification 0.84–1.06 0.9–12.6 +5.3,�2.9
Muon identification 0.63–1.02 1.3–32.8 +11.7,�1.6
Electronmisidentification 0.6–6.0 4.3–34.6 +17.6,�14.7
Muonmisidentification 0.3–1.5 1.4–37.0 +18.0,�18.2

Uncertainties from the trigger and ⇡0 reconstruction
e�ciency corrections are also taken into account. Trigger
uncertainties range in 0.1%–4% for the electron channel
and in 0.2%–1.5% for the muon channel, depending on
x`. Neutral pion reconstruction e�ciency is evaluated
from studies on independent samples to be 0.914±0.020.
Each of these systematic uncertainties is included in the
likelihood as an additional shape-correlated nuisance pa-
rameter that is assumed to follow a Gaussian distribu-
tion. Other sources of uncertainty from track reconstruc-
tion e�ciency, beam-energy determination, relative re-
construction e�ciency, and momentum-scale correction
have negligible impact on the results.
Inspection of events in the signal region shows that

asymmetrical uncertainties yield unreliable results. We,
therefore, revise our definitions and symmetrize their dis-
tributions using their greater variation in each bin.
We observe no significant signal and determine upper

limits using the CLS method [34], a modified frequentist
approach based on a profile likelihood ratio [35]. Fig-
ure 2 shows the 95% C.L. upper limits as well as ex-
pectations calculated assuming the background-only hy-
potheses, ranging in (1.1 � 9.7) ⇥ 10�3 for the electron
channel and in (0.7� 12.2)⇥ 10�3 for the muon channel.
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Figure 1: Spectra of x` for electrons (top) and muons (bot-
tom) in simulation and experimental data. Simulated spectra
for standard-model processes are shown stacked, with the gray
band indicating the total uncertainty, which is dominated
by the lepton-identification e�ciency uncertainty. Remaining
background processes other than ⌧�!`�⌫̄`⌫⌧ contributing to
the spectrum are combined together and collectively referred
to as “other”. The distributions for ⌧�! `�↵ are shown for
three ↵ masses assuming branching-fraction ratios of 5%.

ciency of observing ⌧�! `�↵ decays relative to that for
observing ⌧� ! `�⌫̄`⌫⌧ .
We use RooStats [31] and HistFactory [32] to fit our

model to binned data using extended maximum likeli-
hoods that are functions of the branching-fraction ratio
B`↵/B`⌫̄⌫ and of N`⌫̄⌫ and Nb.
The leading systematic uncertainties originate from

the corrections to the lepton-identification e�ciency and
particle misidentification rate, based on comparison of
calibration samples in data and simulated events. These
corrections depend on the momentum and polar angle;
their typical ranges are summarized in Table II. The
resulting uncertainties are asymmetric and strongly de-
pend on x`; their ranges and averaged values over the
standard-model yields are also reported in the same ta-
ble. The contribution from lepton-identification e�-
ciency partially cancels in the ratio between signal and
normalization channels; while the contribution from par-
ticle misidentification rates does not, as it a↵ects only
other background sources.

Table II: Typical ranges for corrections to the lepton-
identification e�ciencies and misidentification rates, together
with ranges for their respective uncertainties and their aver-
age values.

Correction Uncertainty Average
range range(%) uncert.(%)

Electron identification 0.84–1.06 0.9–12.6 +5.3,�2.9
Muon identification 0.63–1.02 1.3–32.8 +11.7,�1.6
Electronmisidentification 0.6–6.0 4.3–34.6 +17.6,�14.7
Muonmisidentification 0.3–1.5 1.4–37.0 +18.0,�18.2

Uncertainties from the trigger and ⇡0 reconstruction
e�ciency corrections are also taken into account. Trigger
uncertainties range in 0.1%–4% for the electron channel
and in 0.2%–1.5% for the muon channel, depending on
x`. Neutral pion reconstruction e�ciency is evaluated
from studies on independent samples to be 0.914±0.020.
Each of these systematic uncertainties is included in the
likelihood as an additional shape-correlated nuisance pa-
rameter that is assumed to follow a Gaussian distribu-
tion. Other sources of uncertainty from track reconstruc-
tion e�ciency, beam-energy determination, relative re-
construction e�ciency, and momentum-scale correction
have negligible impact on the results.
Inspection of events in the signal region shows that

asymmetrical uncertainties yield unreliable results. We,
therefore, revise our definitions and symmetrize their dis-
tributions using their greater variation in each bin.
We observe no significant signal and determine upper

limits using the CLS method [34], a modified frequentist
approach based on a profile likelihood ratio [35]. Fig-
ure 2 shows the 95% C.L. upper limits as well as ex-
pectations calculated assuming the background-only hy-
potheses, ranging in (1.1 � 9.7) ⇥ 10�3 for the electron
channel and in (0.7� 12.2)⇥ 10�3 for the muon channel.

Energy in 𝝉 pseudo-rest frame
Discriminating variable: normalized lepton energy 

3

We search for ⌧� ! `�↵ by looking for an excess of
events above the spectrum of ⌧� ! `�⌫̄`⌫⌧ normalized
lepton energy [13]

x` ⌘
E⇤

`

m⌧ c2/2
, (1)

where E⇤
` is the energy of the charged lepton in the ⌧

pseudo rest frame. We then measure the branching-
fraction ratio B`↵/B`⌫̄⌫ ⌘ B(⌧�!`�↵)/B(⌧�!`�⌫̄`⌫⌧ ),
using ⌧� ! `�⌫̄`⌫⌧ as a normalization channel.

The search uses an online event selection (trigger)
that requires events with at least three localized energy
deposits in the ECL (clusters). One of these clusters
must have an energy above 0.3 GeV and the rest above
0.1 GeV. In addition, we require a topology inconsistent
with Bhabha scattering. The e�ciency of this trigger
is measured in experimental data with respect to inde-
pendent triggers based on the number of particles recon-
structed in the CDC; simulated distributions are then
scaled by this e�ciency. The trigger e�ciencies are on
average 97% and 86% for the electron and muon chan-
nels, respectively.

We select ⌧ -pair candidates by requiring the event to
contain exactly four charged particles with zero total
charge, each displaced from the average interaction space
point by less than 3 cm in the z-axis direction and less
than 1 cm in the transverse plane. The particle in the
signal hemisphere must be identified as either an electron
or a muon by combining the information from all subde-
tectors into a global discriminator similar to a likelihood
ratio. Each charged particle in the tag hemisphere must
satisfy the condition EECL/p  0.8 to reject electron con-
tamination. Here, EECL is the particle energy measured
in the ECL and p the magnitude of its momentum mea-
sured in the tracker, both in the laboratory frame.

Several e+e� final states contribute to the spectra as
background: qq̄ with q = u, d, s, c (hadronic), `+`��
(dileptonic), and e+e�`+`�, e+e�h+h� (two-photon).
We use simulated events to determine the criteria to
suppress these backgrounds. We use KKMC to sim-
ulate ⌧+⌧�, qq̄, and µ+µ�(�) production [14, 15];
BabaYaga@NLO for e+e�(�) [16–20]; and AAFH and
TREPS for nonradiative two-photon production [21–24].
Standard-model ⌧ decays are handled by TAUOLA [25]
and their radiative corrections by PHOTOS [26], while
⌧� ! `�↵ decays are simulated with PYTHIA8.2 [27]
for ↵ mass values of 0.0, 0.5, 0.7, 1.0, 1.2, 1.4, and
1.6 GeV/c2 and zero ↵ spin. The Belle II analysis soft-
ware framework [28, 29] uses the Geant4 [30] package
to simulate the response of the detector. Since we have
no prior knowledge of the ↵ mass, the selection is opti-
mized for the normalization channel using the figure of
merit S/

p
S +B, where S is the number of events in the

normalization channel, while B is the number of total
background events, both taken from simulations.

Backgrounds from e+e� ! qq̄ are suppressed by reject-
ing events containing neutral pions and photons. Pho-
tons used in ⇡0 reconstruction are ECL clusters with en-
ergy deposits of at least 0.1 GeV, which must be within
the CDC acceptance to ensure they are not matched
to any charged particle. Displaced clusters from sec-
ondary hadronic interactions and multiple clusters de-
posited by low-momentum charged particles are challeng-
ing to model correctly; photons that deposit less than
0.4 GeV in the ECL must be at least 40 cm from the near-
est charged particle at the inner surface of the ECL to
suppress these contributions. Neutral pions are identified
as photon pairs with masses within [115, 152] MeV/c2.
Events containing photons satisfying the above condi-
tions, but not used in ⇡0 reconstruction and with energy
greater than 0.2 GeV, are also rejected. We reject events
from e+e� ! `+`��, e+e�`+`�, and e+e�h+h�, charac-
terized by low-momentum tag-side charged particles, by
sorting the three charged particles in the tag hemisphere
by increasing transverse momentum and requiring that
they exceed, respectively, 0.08, 0.30, and 0.70 GeV/c for
⌧� ! e�↵ candidates and 0.04, 0.17, and 0.47 GeV/c
for ⌧�!µ�↵ candidates. We further reject events from
e+e� ! e+e�� and qq̄ by restricting the thrust value
to ranges consistent with that of ⌧+⌧� events and from
e+e� ! e+e�`+`� by requiring the event missing mo-
mentum, i.e., the negative vector sum of the momenta
of all reconstructed particles in the event, to be within
a polar angle (✓miss) range where the process can be ac-
curately simulated. In addition we suppress all types of
backgrounds by requiring that charged particle trajecto-
ries in the tag hemisphere are consistent with a common
origin, and that these particles have a mass M3h and
center-of-mass-frame energy Ec.m.

3h consistent with ⌧ de-
cay kinematics. The ranges for the thrust, ✓miss, Ec.m.

3h ,
and M3h selections are listed in Table I. The reconstruc-
tion e�ciencies in the normalization channels are 12.7%
for ⌧� ! e�⌫̄e⌫⌧ and 16.2% for ⌧� ! µ�⌫̄µ⌫⌧ decays,
while the purities are 95.9% and 92.0% respectively. The
reconstruction e�ciency of ⌧�!e�↵ decays depends on
the ↵ mass and varies between 9.4% and 13.9%. Likewise
the e�ciency for ⌧� !µ�↵ decays varies between 9.1%
and 17.4%.

Table I: Requirements on event thrust, missing momentum
polar angle, and tag hemisphere particles’ total center-of-mass
energy and mass.

⌧�!e�↵ ⌧�!µ�↵
Thrust [0.90, 0.99] [0.90, 1.00]
✓miss [20�, 160�] [20�, 160�]
Ec.m.

3h [1.2, 5.3] GeV [1.1, 5.3] GeV
M3h [0.5, 1.7] GeV/c2 [0.4, 1.7] GeV/c2

The parameter space defined by the selection criteria
is referred to as the signal region. We perform the anal-
ysis in a closed-box approach; before examining the x`

Lepton energy in the 𝜏 rest frame 

• Bump hunt above broad distribution from 𝜏 → ℓ𝜈𝜈

No significant excess over the background predictions.. 

𝜏 → 𝑒𝛼 search 𝜏 → 𝜇𝛼 search
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𝝉± → ℓ±𝜶: Upper limits

5

Table III: Central values with their uncertainties, 95% C.L., and 90% C.L. upper limits (UL) for the branching-fraction
ratios Be↵/Be⌫̄⌫ (top) and Bµ↵/Bµ⌫̄⌫ (bottom) for various masses of the ↵ boson. Corresponding absolute upper limits for
B(⌧�!`�↵), computed using standard-model branching fractions from Ref. [33], are provided in parentheses for convenience.

M↵[ GeV/c2] Be↵/Be⌫̄⌫ (⇥10�3) UL at 95% CL (⇥10�3) UL at 90% CL (⇥10�3)

0.0 �8.1± 3.9 5.3 (0.94) 4.3 (0.76)
0.5 �0.9± 4.3 7.8 (1.40) 6.5 (1.15)
0.7 1.7± 4.0 9.0 (1.61) 7.6 (1.36)
1.0 1.7± 4.2 9.7 (1.73) 8.2 (1.47)
1.2 �1.1± 2.6 4.5 (0.80) 3.7 (0.66)
1.4 �0.3± 1.0 1.8 (0.32) 1.5 (0.26)
1.6 0.2± 0.5 1.1 (0.19) 0.9 (0.16)

M↵[ GeV/c2] Bµ↵/Bµ⌫̄⌫ (⇥10�3) UL at 95% CL (⇥10�3) UL at 90% CL (⇥10�3)

0.0 �9.4± 3.7 3.4 (0.59) 2.7 (0.47)
0.5 �3.2± 3.9 6.2 (1.07) 5.1 (0.88)
0.7 2.7± 3.4 9.0 (1.56) 7.8 (1.35)
1.0 1.7± 5.4 12.2 (2.13) 10.3 (1.80)
1.2 �0.2± 2.4 3.6 (0.62) 2.9 (0.51)
1.4 0.9± 0.9 2.5 (0.44) 2.2 (0.38)
1.6 �0.3± 0.5 0.7 (0.13) 0.6 (0.10)

Systematic uncertainties degrade on average our upper
limit sensitivity by approximately 35% in both channels.

The fit results and upper limits are summarized in
Table III. The corresponding absolute upper limits for
B(⌧� ! `�↵), computed using standard-model world-
average branching fractions for the reference channel [33],
are also provided for convenience. Our 95% C.L. limits
are 2.2–14 times more stringent than the best previous
bounds in [7], depending on the value of the ↵ mass.

In conclusion, we search for the lepton-flavor-violating
decay ⌧�! `�↵ using data collected by the Belle II de-
tector at an e+e� center-of-mass energy of 10.58 GeV,
corresponding to an integrated luminosity of 62.8 fb�1.
We observe no statistically significant signal and set 90%
and 95% confidence-level upper limits on the branching-
fraction ratios B(⌧� ! `�↵)/B(⌧� ! `�⌫̄`⌫⌧ ). These
constitute the most stringent limits on invisible spin-0
boson production from ⌧ lepton decays, allowing one to
directly constrain standard model extensions (see, e.g.,
Ref. [3]) in ways not otherwise possible outside of col-
lider experiments.

This work, based on data collected using the Belle
II detector, which was built and commissioned prior to
March 2019, was supported by Science Committee of
the Republic of Armenia Grant No. 20TTCG-1C010;
Australian Research Council and research Grants
No. DE220100462, No. DP180102629, No. DP170102389,
No. DP170102204, No. DP150103061, No. FT130100303,
No. FT130100018, and No. FT120100745; Austrian
Federal Ministry of Education, Science and Research,
Austrian Science Fund No. P 31361-N36 and No. J4625-
N, and Horizon 2020 ERC Starting Grant No. 947006
“InterLeptons”; Natural Sciences and Engineering
Research Council of Canada, Compute Canada and
CANARIE; Chinese Academy of Sciences and re-
search Grant No. QYZDJ-SSW-SLH011, National
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Figure 2: Upper limits at 95% C.L. on the branching-fraction
ratios B(⌧� ! e�↵)/B(⌧� ! e�⌫̄e⌫⌧ ) (top) and B(⌧� !
µ�↵)/B(⌧�!µ�⌫̄µ⌫⌧ ) (bottom) as a function of the ↵ mass,
as well as their expectations from background-only hypothe-
sis. All values are linearly interpolated between mass points.
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directly constrain standard model extensions (see, e.g.,
Ref. [3]) in ways not otherwise possible outside of col-
lider experiments.
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Figure 2: Upper limits at 95% C.L. on the branching-fraction
ratios B(⌧� ! e�↵)/B(⌧� ! e�⌫̄e⌫⌧ ) (top) and B(⌧� !
µ�↵)/B(⌧�!µ�⌫̄µ⌫⌧ ) (bottom) as a function of the ↵ mass,
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sis. All values are linearly interpolated between mass points.
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Perform the maximum likelihood fit
• Use 𝑥ℓ distributions as signal/bkg PDF (MC simulation)

Set upper limits on branching fractions

2 ‒ 14 times more stringent limits than ARGUS

Dominant syst. unc.: Lepton ID efficiency

𝜏 → 𝑒𝛼 search

𝜏 → 𝜇𝛼 search
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Heavy neutrino search in 𝝉 decay
Submitted to PRL (arXiv:2212.10095)

Neutrino mass, 𝑚6 ≠ 0 à Need a mechanism to establish it
• One approach is to include right-handed neutrino

𝝉± → 𝝅±𝝂𝒉 (𝝂𝒉 → 𝝅±ℓ∓) 𝜈): Majorana neutrino (long-lived)
ℓ = 𝑒, 𝜇

Signal-side: Require 𝜋𝜋ℓ (ℓ = 𝑒, 𝜇)
• 𝜈7 → 𝜋±ℓ∓: 𝜋 and ℓ with a common vertex

Tag-side: Require 1, 3-prong 𝜏

Background: 𝑒𝑒 → 𝑞;𝑞, 𝜏𝜏, ℓℓ, 𝑒𝑒ℓℓ

ℓ

𝜈3
𝜏"#$

𝜋

𝜋

𝜏%&$ℓ
𝜈 𝜈

à Suppress the bkgs by 𝑀(𝜋𝜋ℓ), Δ𝐸 cuts.
Δ𝐸 = (𝐸44ℓ,- − 𝑠/2)
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Result: 𝝂𝒉 → 𝝅ℓ
Data, Background only fit
No narrow (signal-like) peak in M(𝜈7 → 𝜋ℓ) distribution

𝐾5 → 𝜋𝜋 background

𝛾 → 𝑒𝑒 background

𝜈3 → 𝜋𝑒 mode 

𝜈3 → 𝜋𝜇 mode 

Set ULs at 95% CL on 𝑈 :

Belle DRAFT 4.1 (June 28, 2023)
Intended for PRL
Author: D. Liventsev
Committee: Michel Hernandez Villanueva (chair),
Torben Ferber, Hiroaki Aihara
Belle note 1604
Belle Preprint 2022-27
KEK Preprint 2022-36
arXiv: 2212.10095

BELLE
1

2

Search for a heavy neutrino in τ decays at Belle3

The Belle Collaboration4

(Dated: June 28, 2023)5

We report on a search for a heavy Majorana neutrino in the decays τ− → π−νh,6

νh → π±$∓, $ = e, µ. The results are obtained using the full data sample of 988 fb−1
7

collected with the Belle detector at the KEKB asymmetric energy e+e− collider,8

which contains 912× 106 ττ pairs. We observe no significant signal and set 95% CL9

upper limits on the couplings of the heavy right-handed neutrinos to the conventional10

SM left-handed neutrinos in the mass range 0.2 − 1.6GeV/c2. This is a first study11

of a mixed couplings of heavy neutrinos to τ leptons and light-flavor leptons.12

PACS numbers: 12.60.-i,13.35.Dx,14.60.Pq13

Keywords: Tau decay, Heavy neutral lepton14

In the Standard model (SM), neutrinos are strictly massless since there are no right-15

handed neutrino components. However, experimental data on neutrino oscillations conclu-16

sively show that neutrinos are massive [1], though neutrino mass measurements show that17

their masses are very small [2]. One approach to resolve this disagreement is to include18

right-handed neutrinos, also known as sterile neutrinos, heavy neutrinos, or heavy neutral19

leptons (HNL), into the model. Such particles do not participate in any of the weak, strong,20

and electromagnetic interactions; if we exclude gravitation, the only way they interact with21

matter is via mixing with left-handed neutrinos. Singlet right-handed neutrinos may also22

have Majorana mass, naturally explaining the smallness of the observed neutrino masses via23

the so-called “see-saw” mechanism [3]. One example of the models realizing such a mecha-24

nism is νMSM [4]. It introduces three right-handed singlet HNLs, so that every left-handed25

particle gets its right-handed counterpart, and manages to explain neutrino oscillations, dark26

matter existence, and baryogenesis with the same set of parameters. HNLs also appear in27

other extensions of the SM; see a review in Ref. [5].28

In general, neutrino flavor eigenstates need not to coincide with the mass eigenstates but29

may be related through a unitary transformation, similar to that in the quark sector:30

να =
∑

i

Uαiνi, α = e, µ, τ, ..., i = 1, 2, 3, 4, ... (1)

where Greek (Latin) indexes denote flavor (mass) eigenstates. Coupling of the HNLs to31

charged or neutral currents of flavor α is characterized by the quantities Uα4, Uα5 etc, which32

we denote for convenience as Uα. A generic HNL is denoted by νh. Its production and decay33

diagrams are shown in Fig. 1. Existing experimental results are reviewed and discussed in34

Ref. [5].35
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has a sharp edge. The momentum resolution of the detector
and the energy loss through radiation smear the end-point
position and introduce a tail toward larger Mmin values.
However, as seen in Fig. 1, an edge remains in the observed
Mmin distribution and is used to measure the τ mass. One
challenge is to precisely measure the inputs to Eq. (2),
namely the eþe− center-of-mass energy

ffiffiffi
s

p
and the

momenta of the τ-decay products. Another challenge is
to develop an empirical model to describe the Mmin
distribution. Any inaccuracy in either directly impacts
the τ-mass determination.

II. THE BELLE II DETECTOR AND SIMULATION

The Belle II detector consists of several subdetectors
arranged in a cylindrical structure around the eþe− inter-
action point [11]. Charged-particle trajectories (tracks) are
reconstructed by a two-layer silicon-pixel detector, sur-
rounded by a four-layer double-sided silicon-strip detector
and a central drift chamber (CDC). Only 15% of the second
pixel layer was installed when the data were collected.
Outside the CDC, a time-of-propagation detector and an
aerogel ring-imaging Cherenkov detector cover the barrel
and forward end-cap regions, respectively. The electro-
magnetic calorimeter (ECL), divided into the forward end
cap, barrel, and backward end cap, fills the remaining
volume inside a 1.5 T superconducting solenoid and is used
to reconstruct photons and electrons. A K0

L and muon
detection system is installed in the iron flux return of the
solenoid. The z axis of the laboratory frame is defined as
the detector solenoid axis, with the positive direction along
the electron beam. The polar angle θ and the transverse
plane are defined relative to this axis.

Several processes contribute to the eþe− → τþτ− sample
as backgrounds, including eþe− → qq̄ events, where q
indicates a u, d, c, or s quark; eþe− → eþe−ðγÞ and
μþμ−ðγÞ events; eþe− → lþl−lþl− events, where l is
a charged lepton; eþe− → eþe−hþh− events, where h
indicates a pion, kaon, or proton; and eþe− → eþe−nh
events with n > 2. We use simulated events to identify
discriminating features effective to suppress these back-
grounds. The eþe− → τþτ− process is generated using the
KKMC generator [13,14]. The τ decays are simulated by
TAUOLA [15] and their FSR by PHOTOS [16]. We use KKMC

to simulate μþμ−ðγÞ and qq̄ production; PYTHIA [17] for the
fragmentation of the qq̄ pair; BABAYAGA@NLO [18–22] for
eþe− → eþe−ðγÞ events; and AAFH [23–25] and TREPS [26]
for the production of nonradiative final states lþl−lþl−

and eþe−hþh−. There is no generator to simulate the
eþe− → eþe−nh process. The Belle II analysis software
[27,28] uses the GEANT4 [29] package to simulate the
response of the detector to the passage of the particles.

III. EVENT SELECTION

In the eþe− center-of-mass frame, the τ leptons are
produced in opposite directions. Thus, the decay products
of one τ are isolated from those of the other τ, and they are
contained in opposite hemispheres. The boundary between
those hemispheres is the plane perpendicular to the τ flight
direction, which is experimentally approximated by the
thrust axis. The thrust axis is the unit vector t̂ that
maximizes the thrust value

P
jt̂ · p⃗$

i j=
P

jp⃗$
i j, where p⃗$

i
is the momentum of ith final-state particle in the eþe−

center-of-mass frame [30,31].
We define the signal hemisphere as that containing three

charged particles, which are assumed to originate from the
τ− → π−πþπ−ντ decay, and require that the other hemi-
sphere, named tag, contains only one charged particle and
up to one neutral pion. Thus, the tag side contains leptonic
(τþ → eþνeν̄τ and τþ → μþνμν̄τ) and hadronic (predomi-
nantly τþ → hþν̄τ and τþ → hþπ0ν̄τ) τ decays.
We select τ-pair candidates by requiring the event to

contain exactly four charged particles with zero total
charge, each having a trajectory displaced from the average
interaction point by less than 3 cm along the z axis and
less than 1 cm in the transverse plane to reduce the
contamination of tracks originated from beam-background
interactions. No particle-identification requirements are
imposed on any of the charged particles. The momenta
of charged particles are scaled with factors that range from
0.99660 to 1.00077 depending on the charge and cos θ to
correct for imperfections in the magnetic-field description
used in the event reconstruction, misalignment of the
detector, and material mismodeling. The correction factors
are evaluated by measuring the mass-peak position of high-
yield samples of D0 → K−πþ decays reconstructed in data
and comparing them to the known value [32].
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FIG. 1. Spectrum of Mmin in experimental data (dots), along
with simulated background contributions from eþe− → τþτ−

events with decays other than τ− → π−πþπ−ντ (orange area with
solid line), eþe− → qq̄ events (blue area with dashed line), and
other background sources (gray area with dotted line).
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Belle II: 𝒎𝝉 measurement
𝒎𝝉: one of the fundamental parameters of the SM
• Precise measurement is important for tests of LFU (𝜏 vs 𝑒/𝜇)
Belle II: Use Pseudomass endpoint (𝑴𝒎𝒊𝒏) method
à Use kinematics edge of 𝑀;<= distribution in 𝜏 → 3𝜋𝜈 decays

𝜋
𝜏"#$𝜏%&$

𝜈*

ℓ

𝜈ℓ
𝜈*

𝜋
𝜋

𝑀6#7 = 𝑚84
9 + 2 𝑠/2 − 𝐸84 (𝐸84 − �⃗�84 ) ≤ 𝑚*

Pisa, 2023/05/17 L.Zani -  decays studies at Belle II� 20

 mass: pseudomass technique�
● Reconstruct e+e-⇡ τtagτsig  events with �tag, ℓνlν�/(π π0 )ν� and �sig , 3πν  �as four tracks 
and no additional high energy photons in the event

● Access m �with pseudo-mass technique Mmin:
● Fit to the end point with an empirical function, smeared edge due to detector resolution 
e/ects and larger tails because of ISR

ISRDetector 
resolution

Generator 
level

Fit to the endpoint with empirical function
Smeared edge due to detector resolution/ISR

Phys.Rev.D108,032006

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.108.032006
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Corrections factors
𝑀bcd = 𝑚eY

f + 2( 𝑠 − 𝐸eY)(𝐸eY − �⃗�eY )

Beam energy calibration and momentum correction are crucial
• Beam energy is corrected using B-meson hadronic decays
• Momentum scale : extract scale factors for 𝐾/𝜋 using 𝐷∗# → 𝐷% → 𝐾$𝜋# 𝜋#

• �⃗� due to imperfect 𝐵, mismodeling in material à bias mass extraction

17

V. METHOD

To reduce experimenter bias, we validate the method of
the τ-mass measurement and estimate the statistical and
systematic uncertainties before looking at the central value
of the result. The Mmin distribution around the edge can be
empirically described as a Heaviside step function multi-
plied by second-order polynomials and convoluted with a
double-Gaussian resolution function to account for the ISR,
FSR, and detector resolution. We approximate the result of
the convolution with the following expression:

FðMminÞ ¼ 1 − P3 · arctan
!
Mmin − P1

P2

"

þ P4ðMmin − P1Þ þ P5ðMmin − P1Þ2: ð5Þ

To determine the τ mass, we perform an unbinned maxi-
mum-likelihood fit [36] to the Mmin distribution in the
range ½1.70; 1.85& GeV=c2 using Eq. (5). The parameter P1

determines the edge position and therefore is an estimator
of the τ mass. The P2 parameter modifies the slope of
the threshold, while the rest of the parameters describe the
shape away from the edge. Fits to simulated events in
which the generated value of the τ mass is varied in the
range ½1772; 1782& MeV=c2 show that on average P1

overestimates the τ mass with a constant offset of
0.40' 0.03 MeV=c2. This bias results from the empirical
parametrization of the Mmin distribution.
Figure 3 shows the Mmin distribution in the range of

½1.70; 1.85& GeV=c2 in data with the background predicted
from simulation and the fit projection overlaid. While the

τ− → π−πþπ−ντ events show a clear threshold, the back-
ground processes are featureless around the end point.
Their contribution is described by the parameters P3, P4,
and P5. The observed value P1 ¼ 1777.49' 0.08 MeV=c2

is then corrected for the estimator bias to obtain the
measured τ mass:

mτ ¼ 1777.09' 0.08 MeV=c2; ð6Þ

where the uncertainty is the statistical uncertainty of the P1

parameter. The statistical precision of the result is validated
by generating simplified simulated experiments based on
Poisson statistics, as well as by resampling the data based
on bootstrapping techniques [37], and repeating the meas-
urement on them.

VI. SYSTEMATIC UNCERTAINTIES AND
CONSISTENCY CHECKS

The systematic uncertainties are grouped into categories
associated with the knowledge of the colliding beams, the
reconstruction of the charged particles, the fit model, and
imperfections in the simulated data. Table II summarizes
the sources that contribute to the total uncertainty. The
largest uncertainty arises from the beam-energy correction,
followed by the uncertainty on the charged-particle
momentum. The various systematic uncertainties are added
in quadrature, resulting in a total systematic uncertainty
of 0.11 MeV=c2.

A. Knowledge of the colliding beams

The uncertainty on the
ffiffiffi
s

p
measurement, as indicated by

the red band in Fig. 2, is on average around 0.75MeVand is
dominated by systematic uncertainties. The estimation of
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(solid line) and

center-of-mass energy of BB̄ pair 2E(
B (dashed blue line) as

functions of data-taking time, expressed in terms of chronologi-
cally ordered event numbers. The horizontal dashed line repre-
sents the nominal center-of-mass energy
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s
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nominal¼10.579GeV,

and the vertical dashed lines indicate the start of different data-
taking periods. The 68.3% confidence level band of
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displayed as a shaded area.
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ffiffiffi
s

p
from the B-meson energy relies on the knowledge of the

energy dependence of the eþe− → BB̄ cross section, whose
uncertainty is driven by the beam-energy uncertainty of the
BABAR measurement [33,34]. An additional uncertainty
originates from the uncertainties in the average values of
the charged (0.26 MeV=c2) and neutral (0.20 MeV=c2)
B-meson masses [32]. Since the eþe− → BB̄ sample is
dominated by charged B mesons, the weighted average of
the two uncertainties results in 0.24 MeV=c2, assuming the
uncertainties of the Bþ and B0 masses are fully correlated.
In the experimental data the B-meson energy spread has an
average value of 5.4 MeV. A systematic uncertainty of
0.25 MeV is assigned to the measurement of σE"

B
based on

simulation. Assuming that the individual systematic effects
are independent, we calculate an alternative value of Mmin
for each effect separately and fit the resulting distribution to
obtain an alternative value for the τmass. By combining the
resulting variations of the τ mass in quadrature, we obtain
the systematic uncertainty of 0.07 MeV=c2.
The computation of Mmin relies on the knowledge of the

boost vector of the center-of-mass frame. The boost vector
is measured in experimental data using a dimuon sample.
Its uncertainty is found to contribute negligibly to the
systematic uncertainty on the τ mass.

B. Reconstruction of charged particles

Several sources of systematic uncertainty impact the
determination of the charged-particle momentum corrections
derived from the D0 → K−πþ sample. Different sources

contribute to different cos θ regions. In particular, some
residual dependence of the scale factors on the transverse
momentum pT is observed. This effect is included as a
source of systematic uncertainty by measuring the variation
in the scale factors after splitting the D0 → K−πþ sample in
pT at its median value of 1.3 GeV=c. The small deviation
from the known value of the D0 mass-peak observed in
simulation is also included as systematic uncertainty. Other
important sources of uncertainties include the modeling of
the D0 mass peak, the uncertainty of the known D0 mass,
and a bias due to differences in the cos θ distributions of the
charged particles in the τ− → π−πþπ−ντ and D0 → K−πþ

samples. As a consistency check, the scale factors are tested
in Dþ → K−πþπþ, D0 → K−πþπ−πþ, and J=ψ → μ−μþ

decays. The Dþ, D0, and J=ψ peak positions match the
known values within the uncertainties, as shown in Fig. 4 for
the D#. Assuming that the individual systematic effects are
independent, the impact of the variations of the momentum
correction on the τ mass are added in quadrature, resulting
in 0.06 MeV=c2.
The correction of tracking misalignment uses cosmic-ray

tracks and dimuon and hadronic collision events [38]. To
estimate the impact of a residual misalignment in the
determination of mτ, various misalignment configurations
are used in the simulated data. The maximum deviation
with respect to the nominal configuration, 0.03 MeV=c2, is
assigned as the systematic uncertainty due to the residual
misalignment of the subdetectors.

C. Fit model

The uncertainty of the estimator bias directly propagates
to the precision of the τ mass, resulting in an uncertainty of

TABLE II. Summary of systematic uncertainties in the τ-mass
measurement.

Source
Uncertainty
(MeV=c2)

Knowledge of the colliding beams:
Beam-energy correction 0.07
Boost vector < 0.01

Reconstruction of charged particles:
Charged-particle momentum correction 0.06
Detector misalignment 0.03

Fit model:
Estimator bias 0.03
Choice of the fit function 0.02
Mass dependence of the bias < 0.01

Imperfections of the simulation:
Detector material density 0.03
Modeling of ISR, FSR and τ decay 0.02
Neutral particle reconstruction efficiency ≤ 0.01
Momentum resolution < 0.01
Tracking efficiency correction < 0.01
Trigger efficiency < 0.01
Background processes < 0.01

Total 0.11
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FIG. 4. Deviation of the D# invariant-mass peak position from
the known value before (blue) and after (red) momentum
corrections as a function of the cosine of the kaon polar angle
θK . The vertical error bars on the blue points indicate the
statistical uncertainties in determining the peak position, while
the vertical error bars on the red points indicate the statistical and
total uncertainties of the applied momentum corrections.
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𝒎𝝉 measurement: Result
Perform an unbinned maximum likelihood fit

5

and convoluted with a double-Gaussian resolution func-
tion to account for the ISR, FSR, and detector resolution.
We approximate this function with the following expres-
sion:

F (Mmin) = 1� P3 · arctan
✓
Mmin � P1

P2

◆

+ P4(Mmin � P1) + P5(Mmin � P1)
2 . (5)

To determine the ⌧ mass, we perform an unbinned
maximum-likelihood fit [36] to the Mmin distribution in
the range [1.70, 1.85]GeV/c2 using Eq. 5. The parameter
P1 determines the edge position and therefore is an es-
timator of the ⌧ mass. The P2 parameter modifies the
slope of the threshold, while the rest of the parameters
describe the shape away from the edge. Fits to simulated
events in which the generated value of the ⌧ mass is varied
in the range [1772, 1782]MeV/c2, show that on average
P1 overestimates the ⌧ mass with a constant o↵set of
0.40± 0.03MeV/c2. This bias results from the empirical
parametrization of the Mmin distribution.

Figure 3 shows the Mmin distribution in the range
of [1.70, 1.85]GeV/c2 in data with the background pre-
dicted from simulation and the fit projection overlaid.
While the ⌧� ! ⇡�⇡+⇡�⌫⌧ events show a clear thresh-
old, the background processes are featureless around the
endpoint. Their contribution is described by the pa-
rameters P3, P4, and P5. The observed value P1 =
1777.49±0.08MeV/c2 is then corrected for the estimator
bias to obtain the measured ⌧ mass,

m⌧ = 1777.09± 0.08 MeV/c2, (6)

where the uncertainty is the statistical uncertainty of the
P1 parameter. The statistical precision of the result is
validated by generating simplified simulated experiments
based on Poisson statistics, as well as by re-sampling the
data based on bootstrapping techniques [37], and repeat-
ing the measurement on them.

V. SYSTEMATIC UNCERTAINTIES AND
CONSISTENCY CHECKS

The systematic uncertainties are grouped into cate-
gories associated with the knowledge of the colliding
beams, the reconstruction of the charged particles, the
fit model, and imperfections in the simulated data. Ta-
ble II summarizes the sources that contribute to the to-
tal uncertainty. The largest uncertainty arises from the
beam-energy correction, followed by the uncertainty on
the charged-particle momentum. The various systematic
uncertainties are added in quadrature, resulting in a total
systematic uncertainty of 0.11MeV/c2.

A. Knowledge of the colliding beams

The uncertainty on the
p
s measurement, as indicated

by the red band in Fig. 2, is on average around 0.75MeV
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Figure 3: Top: Spectrum of Mmin in experimental data (dots)
with fit result (solid blue line) and background contribution
(gray-filled area) overlaid. Bottom: Di↵erences between data
and fit result divided by the statistical uncertainties.

Source Uncertainty
[MeV/c2 ]

Knowledge of the colliding beams:
Beam-energy correction 0.07
Boost vector < 0.01

Reconstruction of charged particles:
Charged-particle momentum correction 0.06
Detector misalignment 0.03

Fit model:
Estimator bias 0.03
Choice of the fit function 0.02
Mass dependence of the bias < 0.01

Imperfections of the simulation:
Detector material density 0.03
Modeling of ISR, FSR and ⌧ decay 0.02
Neutral particle reconstruction e�ciency  0.01
Momentum resolution < 0.01
Tracking e�ciency correction < 0.01
Trigger e�ciency < 0.01
Background processes < 0.01

Total 0.11

Table II: Summary of systematic uncertainties in the ⌧ -mass
measurement.

and is dominated by systematic uncertainties. The es-
timation of

p
s from the B-meson energy relies on the

knowledge of the energy dependence of the e+e� ! BB̄
cross section, whose uncertainty is driven by the beam-
energy uncertainty of the BaBar measurement [33, 34].
An additional uncertainty originates from the uncertain-
ties in the average values of the charged (0.26MeV/c2)
and neutral (0.20MeV/c2) B-meson masses [32]. Since

V. METHOD

To reduce experimenter bias, we validate the method of
the τ-mass measurement and estimate the statistical and
systematic uncertainties before looking at the central value
of the result. The Mmin distribution around the edge can be
empirically described as a Heaviside step function multi-
plied by second-order polynomials and convoluted with a
double-Gaussian resolution function to account for the ISR,
FSR, and detector resolution. We approximate the result of
the convolution with the following expression:

FðMminÞ ¼ 1 − P3 · arctan
!
Mmin − P1

P2

"

þ P4ðMmin − P1Þ þ P5ðMmin − P1Þ2: ð5Þ

To determine the τ mass, we perform an unbinned maxi-
mum-likelihood fit [36] to the Mmin distribution in the
range ½1.70; 1.85& GeV=c2 using Eq. (5). The parameter P1

determines the edge position and therefore is an estimator
of the τ mass. The P2 parameter modifies the slope of
the threshold, while the rest of the parameters describe the
shape away from the edge. Fits to simulated events in
which the generated value of the τ mass is varied in the
range ½1772; 1782& MeV=c2 show that on average P1

overestimates the τ mass with a constant offset of
0.40' 0.03 MeV=c2. This bias results from the empirical
parametrization of the Mmin distribution.
Figure 3 shows the Mmin distribution in the range of

½1.70; 1.85& GeV=c2 in data with the background predicted
from simulation and the fit projection overlaid. While the

τ− → π−πþπ−ντ events show a clear threshold, the back-
ground processes are featureless around the end point.
Their contribution is described by the parameters P3, P4,
and P5. The observed value P1 ¼ 1777.49' 0.08 MeV=c2

is then corrected for the estimator bias to obtain the
measured τ mass:

mτ ¼ 1777.09' 0.08 MeV=c2; ð6Þ

where the uncertainty is the statistical uncertainty of the P1

parameter. The statistical precision of the result is validated
by generating simplified simulated experiments based on
Poisson statistics, as well as by resampling the data based
on bootstrapping techniques [37], and repeating the meas-
urement on them.

VI. SYSTEMATIC UNCERTAINTIES AND
CONSISTENCY CHECKS

The systematic uncertainties are grouped into categories
associated with the knowledge of the colliding beams, the
reconstruction of the charged particles, the fit model, and
imperfections in the simulated data. Table II summarizes
the sources that contribute to the total uncertainty. The
largest uncertainty arises from the beam-energy correction,
followed by the uncertainty on the charged-particle
momentum. The various systematic uncertainties are added
in quadrature, resulting in a total systematic uncertainty
of 0.11 MeV=c2.

A. Knowledge of the colliding beams

The uncertainty on the
ffiffiffi
s

p
measurement, as indicated by

the red band in Fig. 2, is on average around 0.75MeVand is
dominated by systematic uncertainties. The estimation of
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0.03 MeV=c2. To test the independence of the estimator
bias on the τ mass, an alternative assumption of a linear
dependence is used, which results in the same bias. Thus no
additional systematic uncertainty is assigned.
The dependence of the result on the choice of the edge

parametrization is investigated by repeating the measure-
ment with alternative functions used previously by the
Belle and BABAR Collaborations [8,9]. The largest
deviation with respect to the main result is 0.02 MeV=c2

and is assigned as a systematic uncertainty.

D. Imperfections of the simulation

We study possible simulation mismodelings that might
lead to an incorrect estimation of the fit-bias correction.
Differences between the properties of material used in the
simulation and those in the detector may have an impact on
the correction of the fit bias. Studies of the interaction of
photons with the detector material indicate a deficit of
around 10% in the density of the beam pipe in simulation.
The impact of this deficit is tested by increasing by 10% the
beam-pipe density in the simulation of a signal sample
corresponding to 4 ab−1. The statistical uncertainty of the
difference between the results using the nominal simulation
and the simulation with the modified material density is
0.03 MeV=c2, which is seen to be significantly larger than
the actual difference between the two models. Hence, we
assign the statistical precision of the difference as the
uncertainty for this effect.
The modeling of ISR and FSR as well as the kinematic

properties of the τ-decay products may be different in
simulated and experimental data. The simulated Mmin
distribution is weighted according to the observed
differences between the experimental and simulated dis-
tributions in p!

3π . The impact on the result is found to
be 0.02 MeV=c2.
Systematic uncertainties due to the simulation mismod-

eling of photon and neutral-pion reconstruction, transverse-
momentum resolution, track finding, trigger efficiencies,
and background processes are found to be below or equal to
0.01 MeV=c2 each.

E. Consistency checks

We check the stability of the result throughout various
data-taking periods and observe no evidence for a time
dependence. To exclude a potential dependence of the
measured τ mass on the kinematic properties of the three-
pion system or the τ-decay products, we divide the data into
subregions of various kinematic variables. Specifically, we
use the cosine of the polar angle of the three-pion system
and the individual pions, M3π and p3π , and the momentum
of the highest-momentum decay product. We obtain con-
sistent results, indicating no significant unaccounted-for
systematic effects. Finally, we explicitly test for a depend-
ence of the measurement on the modeling of the τ decay.

In the version of the TAUOLA program used for the
simulation of τ decays [39] the modeling of the three-pion
mass distribution in the τ− → π−πþπ−ντ channel is
based on form factors from Ref. [40]. As an alternative
we use a sample simulated with form factors based on
resonance chiral-Lagrangian currents for the hadronic τ
decays [41–44]. Using 6.6 ab−1 of simulated samples, the
fit to the generator-level Mmin distributions of τ decays
simulated with the two models show negligible variation in
the resulting P1 values. The P1 values from fits to the
reconstructed distributions are in agreement within 1.7σ.
Therefore no additional source of systematic uncertainty is
considered.

VII. SUMMARY

We measure the mass of the τ lepton to be

mτ ¼ 1777.09$ 0.08$ 0.11 MeV=c2 ð7Þ

using eþe− → τþτ− data collected with the Belle II detector
at a center-of-mass energy of

ffiffiffi
s

p
¼ 10.579 GeV and

corresponding to an integrated luminosity of 190 fb−1.
The statistical uncertainty per unit sample size is smaller
compared to the previous results [8,9] owing to the
improved event selection and momentum resolution of
the Belle II detector, which result in a steeper slope of the
Mmin distribution in the threshold region. The main sources
of systematic uncertainty arise from the knowledge of the
beam energy and from the uncertainty of the charged-
particle momentum correction. As shown in Fig. 5, our
result is consistent with previous measurements [5–9] and
is the most precise to date.
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FIG. 5. Summary of the most precise τ-mass measurements
[5–9] compared with the result of this work. The vertical gray
band indicates the average value of previous measurements [32].
The inner bars represent the statistical uncertainties, while the
outer bars indicate the total uncertainties.
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ffiffiffi
s

p
from the B-meson energy relies on the knowledge of the

energy dependence of the eþe− → BB̄ cross section, whose
uncertainty is driven by the beam-energy uncertainty of the
BABAR measurement [33,34]. An additional uncertainty
originates from the uncertainties in the average values of
the charged (0.26 MeV=c2) and neutral (0.20 MeV=c2)
B-meson masses [32]. Since the eþe− → BB̄ sample is
dominated by charged B mesons, the weighted average of
the two uncertainties results in 0.24 MeV=c2, assuming the
uncertainties of the Bþ and B0 masses are fully correlated.
In the experimental data the B-meson energy spread has an
average value of 5.4 MeV. A systematic uncertainty of
0.25 MeV is assigned to the measurement of σE"

B
based on

simulation. Assuming that the individual systematic effects
are independent, we calculate an alternative value of Mmin
for each effect separately and fit the resulting distribution to
obtain an alternative value for the τmass. By combining the
resulting variations of the τ mass in quadrature, we obtain
the systematic uncertainty of 0.07 MeV=c2.
The computation of Mmin relies on the knowledge of the

boost vector of the center-of-mass frame. The boost vector
is measured in experimental data using a dimuon sample.
Its uncertainty is found to contribute negligibly to the
systematic uncertainty on the τ mass.

B. Reconstruction of charged particles

Several sources of systematic uncertainty impact the
determination of the charged-particle momentum corrections
derived from the D0 → K−πþ sample. Different sources

contribute to different cos θ regions. In particular, some
residual dependence of the scale factors on the transverse
momentum pT is observed. This effect is included as a
source of systematic uncertainty by measuring the variation
in the scale factors after splitting the D0 → K−πþ sample in
pT at its median value of 1.3 GeV=c. The small deviation
from the known value of the D0 mass-peak observed in
simulation is also included as systematic uncertainty. Other
important sources of uncertainties include the modeling of
the D0 mass peak, the uncertainty of the known D0 mass,
and a bias due to differences in the cos θ distributions of the
charged particles in the τ− → π−πþπ−ντ and D0 → K−πþ

samples. As a consistency check, the scale factors are tested
in Dþ → K−πþπþ, D0 → K−πþπ−πþ, and J=ψ → μ−μþ

decays. The Dþ, D0, and J=ψ peak positions match the
known values within the uncertainties, as shown in Fig. 4 for
the D#. Assuming that the individual systematic effects are
independent, the impact of the variations of the momentum
correction on the τ mass are added in quadrature, resulting
in 0.06 MeV=c2.
The correction of tracking misalignment uses cosmic-ray

tracks and dimuon and hadronic collision events [38]. To
estimate the impact of a residual misalignment in the
determination of mτ, various misalignment configurations
are used in the simulated data. The maximum deviation
with respect to the nominal configuration, 0.03 MeV=c2, is
assigned as the systematic uncertainty due to the residual
misalignment of the subdetectors.

C. Fit model

The uncertainty of the estimator bias directly propagates
to the precision of the τ mass, resulting in an uncertainty of

TABLE II. Summary of systematic uncertainties in the τ-mass
measurement.

Source
Uncertainty
(MeV=c2)

Knowledge of the colliding beams:
Beam-energy correction 0.07
Boost vector < 0.01

Reconstruction of charged particles:
Charged-particle momentum correction 0.06
Detector misalignment 0.03

Fit model:
Estimator bias 0.03
Choice of the fit function 0.02
Mass dependence of the bias < 0.01

Imperfections of the simulation:
Detector material density 0.03
Modeling of ISR, FSR and τ decay 0.02
Neutral particle reconstruction efficiency ≤ 0.01
Momentum resolution < 0.01
Tracking efficiency correction < 0.01
Trigger efficiency < 0.01
Background processes < 0.01

Total 0.11
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FIG. 4. Deviation of the D# invariant-mass peak position from
the known value before (blue) and after (red) momentum
corrections as a function of the cosine of the kaon polar angle
θK . The vertical error bars on the blue points indicate the
statistical uncertainties in determining the peak position, while
the vertical error bars on the red points indicate the statistical and
total uncertainties of the applied momentum corrections.
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Systematic 
uncertainties

0.03 MeV=c2. To test the independence of the estimator
bias on the τ mass, an alternative assumption of a linear
dependence is used, which results in the same bias. Thus no
additional systematic uncertainty is assigned.
The dependence of the result on the choice of the edge

parametrization is investigated by repeating the measure-
ment with alternative functions used previously by the
Belle and BABAR Collaborations [8,9]. The largest
deviation with respect to the main result is 0.02 MeV=c2

and is assigned as a systematic uncertainty.

D. Imperfections of the simulation

We study possible simulation mismodelings that might
lead to an incorrect estimation of the fit-bias correction.
Differences between the properties of material used in the
simulation and those in the detector may have an impact on
the correction of the fit bias. Studies of the interaction of
photons with the detector material indicate a deficit of
around 10% in the density of the beam pipe in simulation.
The impact of this deficit is tested by increasing by 10% the
beam-pipe density in the simulation of a signal sample
corresponding to 4 ab−1. The statistical uncertainty of the
difference between the results using the nominal simulation
and the simulation with the modified material density is
0.03 MeV=c2, which is seen to be significantly larger than
the actual difference between the two models. Hence, we
assign the statistical precision of the difference as the
uncertainty for this effect.
The modeling of ISR and FSR as well as the kinematic

properties of the τ-decay products may be different in
simulated and experimental data. The simulated Mmin
distribution is weighted according to the observed
differences between the experimental and simulated dis-
tributions in p!

3π . The impact on the result is found to
be 0.02 MeV=c2.
Systematic uncertainties due to the simulation mismod-

eling of photon and neutral-pion reconstruction, transverse-
momentum resolution, track finding, trigger efficiencies,
and background processes are found to be below or equal to
0.01 MeV=c2 each.

E. Consistency checks

We check the stability of the result throughout various
data-taking periods and observe no evidence for a time
dependence. To exclude a potential dependence of the
measured τ mass on the kinematic properties of the three-
pion system or the τ-decay products, we divide the data into
subregions of various kinematic variables. Specifically, we
use the cosine of the polar angle of the three-pion system
and the individual pions, M3π and p3π , and the momentum
of the highest-momentum decay product. We obtain con-
sistent results, indicating no significant unaccounted-for
systematic effects. Finally, we explicitly test for a depend-
ence of the measurement on the modeling of the τ decay.

In the version of the TAUOLA program used for the
simulation of τ decays [39] the modeling of the three-pion
mass distribution in the τ− → π−πþπ−ντ channel is
based on form factors from Ref. [40]. As an alternative
we use a sample simulated with form factors based on
resonance chiral-Lagrangian currents for the hadronic τ
decays [41–44]. Using 6.6 ab−1 of simulated samples, the
fit to the generator-level Mmin distributions of τ decays
simulated with the two models show negligible variation in
the resulting P1 values. The P1 values from fits to the
reconstructed distributions are in agreement within 1.7σ.
Therefore no additional source of systematic uncertainty is
considered.

VII. SUMMARY

We measure the mass of the τ lepton to be

mτ ¼ 1777.09$ 0.08$ 0.11 MeV=c2 ð7Þ

using eþe− → τþτ− data collected with the Belle II detector
at a center-of-mass energy of

ffiffiffi
s

p
¼ 10.579 GeV and

corresponding to an integrated luminosity of 190 fb−1.
The statistical uncertainty per unit sample size is smaller
compared to the previous results [8,9] owing to the
improved event selection and momentum resolution of
the Belle II detector, which result in a steeper slope of the
Mmin distribution in the threshold region. The main sources
of systematic uncertainty arise from the knowledge of the
beam energy and from the uncertainty of the charged-
particle momentum correction. As shown in Fig. 5, our
result is consistent with previous measurements [5–9] and
is the most precise to date.
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FIG. 5. Summary of the most precise τ-mass measurements
[5–9] compared with the result of this work. The vertical gray
band indicates the average value of previous measurements [32].
The inner bars represent the statistical uncertainties, while the
outer bars indicate the total uncertainties.
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Conclusions and outlook

192023/8/21

Belle (II) has an excellent sensitivity for 𝜏 physics
• LFV decays, 𝜏 → ℓ𝛼, ℓ𝑉! : most stringent BF limit
• World’s most precise measurement of 𝜏 mass

Statistical uncertainty is still dominant for 𝜏 decay searches, eg. LFV
• Now, 424 fb-1 at Belle II. 

• Expect more results on larger statistics à Stay tuned!
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• Belle II: 3 papers [Link]

3

Short Title Luminosity Journal

Leptophilic search, ee ! ⌧⌧�L 626 fb
�1

Submitted to PRL arXiv:2207.07476

Search for LFV, ⌧ ! `V0 980 fb
�1

JHEP06(2023)118

Belle Heavy neutrino search in tau decays 980 fb
�1

Submitted to PRL arXiv:2212.10095

Michel parameter measurement in ⌧ ! µ⌫⌫ 980 fb
�1

Phys.Rev.Lett.131,021801

Search for ⌧EDM 833 fb
�1

JHEP04(2022)110

⌧ -lepton mass measurement 190 fb
�1

Phys.Rev.D108,032006

Belle II Search for LFV, ⌧ ! `↵ 62.8 fb
�1

Phys.Rev.Lett.130,181803

Search for LFV, ⌧ ! `� 190 fb
�1

Conference Paper (arXiv:2305.04759)

[10] S. Jadach, B. F. L. Ward and Z. Was, Comput. Phys. Commun. 130, 260 (2000).18

[11] S. Jadach et al., Comp. Phys. Commun. 70, 305 (1992).19

[12] F. A. Berends et al., Comp. Phys. Commun. 40, 285 (1986).20

[13] D. J. Lange, Nucl. Instrum. Methods Phys. Res., Sect. A 462, 152 (2001).21

[14] CERN Program Library Long Writeup No. W5013 1993.22

[15] H. Ikeda el al., Nucl. Instr. and Meth. A 441, 441 (2000).23

[16] A. Abashian et al., Nucl. Instrum. Meth. A 491, 69 (2002).24

[17] K. Hanagaki et al., Nucl. Instrum. Meth. A 485, 490 (2002).25

https://belle.kek.jp/bdocs/b_journal.html
https://confluence.desy.de/display/BI/Journal+Publications


22

Belle II experiment
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Υ(4𝑆)

𝐵 meson

j𝐵 meson

𝑒! ~ 7 GeV 𝑒" ~ 4 GeV 

𝑒k𝑒C → Υ 4𝑆 → 𝐵 ;𝐵

Belle II operation started in 2019

Reconstruct particles by Belle II detector 

2022/9/12

Flavor physics experiment to search for new physics
• Asymmetric 𝑒k𝑒C collider mainly at 𝑠 = 10.58 GeV

• Produce B, D, 𝜏, etc..

• Goal: 50 ab-1 data in ~10 years
• 50 × Belle data: 𝑁> ?> ~ 50×10@
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Over the decade of their operation, Belle and BaBar experiments improved the sensi-
tivity of LFV ⌧ decay modes by ⇠2 orders of magnitude w.r.t. CLEO experiment at CESR
e+e� collider. Stringent bounds on LFV decays are set, the most recent result being the
ones reported by Belle in search for the decays ⌧� ! `�� (` = e, µ). No significant excess
over background predictions was observed and upper limits were set on LFV branching
fractions ranging between 10�7

� 10�8 at the 90% confidence level.

Figure 2: Projection of expected upper limits at the Belle II experiment [54] and cur-
rent status of observed upper limits at CLEO, BaBar, Belle, ATLAS, CMS and LHCb
experiments [55] on LFV, LNV and BNV processes in ⌧ decays.

Current experimental status on the observed bounds on LFV in the 52 benchmark ⌧
decay channels are shown in Figure 2. Belle II will collect an immense amount of data from
e+e� annihilation at the upgraded SuperKEKB facility. This will be one of the factors
pushing up the sensitivity of LFV probes at Belle II. Equally important is the increase of
the signal detection e�ciency which directly translates into enhancement in sensitivity.
At Belle and BaBar, the signal e�ciencies lied between 3% and 12% depending on the
decay channel. At Belle II an increase in the signal e�ciency will be achieved due to
anticipated higher trigger e�ciencies; improvements in the vertex reconstruction, charged
track and neutral meson reconstructions, particle identification; as well as from a better
understanding of the physics backgrounds and refinements in the analysis techniques.

Projections for two illustrative scenarios of luminosity L = 5 ab�1 and 50 ab�1 for Belle
II are shown in Figure 2, and listed in the Table 1 in Section 6. The extrapolations are done
from the expected limits obtained at the Belle experiment, assuming similar e�ciencies of
the individual channels. The presence of irreducible backgrounds for ⌧� ! `�� decays is

5

Summary of LFV in tau decay
arXiv.2203.14919

https://arxiv.org/pdf/2203.14919.pdf
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FIG. 3: Value of the thrust for ⌧+⌧� and e+e� ! uūdd̄, ss̄ events. Events with a thrust value above 0.9 are
selected.

selection e�ciency of 88%.
(In order to reject events with initial state radiation the momentum of the the lepton on the tag side

is required to be higher than 0.6 GeV and the neutral energy in the detector is required to be less than
0.15 GeV in the laboratory frame.)

Pions are separated from Kaons using a likelihood ratio PK/⇡ = L0
K

/(L0
K

+ L0
⇡
) calculated for each

charged track. Here, the pion and kaon likelihoods, L0
K

and L0
⇡
, are constructed from ACC response, the

dE/dx measurement in the CDC and the TOF flight time measurement. Requiring PK/⇡ < 0.3 retains
93% of the pions with a fake rate of 6%.

Finally, K0
S

are reconstructed from two oppositely charged pion tracks which are refitted with a common
vertex constraint and have an invariant mass in the range 0.485 GeV/c2 < M⇡⇡ < 0.511 GeV/c2. The
z-distance between the two helices at the ⇡+⇡� vertex position before the fit is required to be less than
1.5 cm. The closest approach of at least one of the tracks to the interaction point (IP) in the transverse
plane must be larger than 0.3 cm. The decay length of the K0

S
must be larger than 2 cm. The projection of

the decay length to the transverse plane must satisfy 0.1 cm  L?  20 cm. The z-projection of the decay
length is required to be Lz  20 cm. The cosine of the azimuth angle di↵erence between the momentum
vector and the displacement of the decay vertex of the K0

S
candidate must be equal or larger than 0.95.

In order to avoid fake K0
S

from photon conversions, the invariant mass reconstructed by assuming the
electron mass for both tracks, must be higher than 0.2 GeV/c2.

Events not containing K0
S

such as ⌧± ! ⌫⇡±⇡+⇡� can contribute to background when a ⇡+⇡� pair
is reconstructed as a fake K0

S
. The background from these fake K0

S
candidates is estimated using the

data in the two side band regions of the K0
S

mass spectrum, 0.469 GeV/c2 < M⇡⇡ < 0.482 GeV/c2 and
0.514 GeV/c2 < M⇡⇡ < 0.527 GeV/c2. The K0

S
mass spectrum with signal and sideband regions is shown

Fig. 4. The ⇡+⇡� resolution is slightly better in MC than in data, hence the di↵erence in the K0
S

mass
spectra.

However, since more than 99% of the signal is contained within the selected mass window the bias
introduced by this di↵erence is very small and and taken into account in the systematic uncertainty.

Background contributions and branching ratios

The main background contribution is due to other ⌧ decays, namely ⌧± ! ⌫K0
S
K0

L
⇡± (8.9 %), ⌧± !

⌫K0
S
⇡±⇡0 (3.7 %), ⌧± ! ⌫K0

S
K± (1.8 %), and ⌧± ! ⌫⇡±⇡+⇡� (2.3 %). The backgrounds containing K0

S

are estimated using the branching fractions of these decays from [18] and the detection e�ciencies found

Thrust
4.3. OPTIMIZATION OF EVENT SELECTION 29

• Vth is the magnitude of thrust in the event. The thrust axis, n̂th, is defined so that380

the value Vth,381

Vth =
∑ |!p CM

i · n̂th|∑
!p CM
i

(4.3)

is maximized. Here, !p CM
i is the three-momentum of each particle in the CM frame.382

We take all tracks and clusters into account to calculate the thrust. We require383

0.87 < Vth < 1.00 (0.82 < Vth < 1.00) to suppress the qq̄ events for the τ± →384

µ±α (τ± → e±α) search as shown in Figure 4.2.
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𝝉 → ℓ𝑽𝟎: Belle
𝑽𝟎 meson 𝝆𝟎 𝝓 𝝎 𝑲∗𝟎(?𝑲∗𝟎)
Decay particles 𝜋#𝜋$ 𝐾#𝐾$ 𝜋#𝜋$𝜋% 𝐾±𝜋∓

Mass window 
[GeV/c2] 0.445 − 1.08 1.00 − 1.04 0.7 − 0.9 0.7 − 1.1

is close to one (Figure 1). In addition, the missing energy is small for some low-multiplicity

background events. For the µ⇢
0 mode with ⌧

±
tag ! e

±
⌫⌫, cos ✓c.m.

miss�tag < 0.99 and E
c.m.
miss >

0.4 GeV selection criteria are applied. For the eV
0 modes with ⌧

±
tag ! e

±
⌫⌫ or ⇡

±
⌫,

cos ✓c.m.
miss�tag < 0.97 is applied. For the eV

0 modes with ⌧
±
tag ! e

±
⌫⌫, Ec.m.

miss should be

larger than 0.4, 2.0, and 1.5 GeV for e�, e⇢0, and the other eV 0 modes, respectively.

Figure 1: The cos ✓c.m.
miss�tag distribution of the ⌧ ! µ⇢

0 mode with a electron tag track

after the reconstruction, particle identification, and photon conversion event suppression.

Black points with error bars are the data outside the blind region. Red solid histogram

is the signal MC. The signal MC is scaled to the number of events corresponding to 100

times as large branching fraction as the current upper limit. The red dashed line is the

upper limit to remove the low-multiplicity events. The low-multiplicity events cluster

around cos ✓c.m.
miss�tag = 1, whereas the other background events are linearly distributed in

the region of cos ✓c.m.
miss�tag > 0.8.

The remaining background events are mainly from the qq̄ continuum (q = u, d, s, c)

and generic ⌧
+
⌧
� events, which have three charged pion tracks in the signal side. We

use two-class Boosted Decision Tree (BDT) algorithms for signal and these background

classification. The BDT library is LightGBM [44]. One BDT for each `V
0 mode is trained.

These BDTs output signal probabilities using the following input variables:

• MV 0 , M2
⌫ , P

c.m.
⌫ , T , P sig

` , Ehemi
tag , cos ✓c.m.

miss�tag

• (categorical variables) ⌧tag decay mode, collision energy

• (additional for the `! modes) P sig
⇡0 , E

low
� ,

whereMV 0 is the invariant mass of the vector meson, M2
⌫ is the missing mass squared, P c.m.

⌫

is the missing momentum in the c.m. frame, T is the magnitude of the thrust vector [39, 40],

P
sig
` is the momentum of the lepton in the signal side, Ehemi

tag is the energy sum of the tracks

and photons in the tag hemisphere, P sig
⇡0 is the momentum of ⇡0 from ! and E

low
� is the

lower energy of the two photons from the ⇡0. The variables of neutrino kinematics (M2
⌫ and

P
c.m.
⌫ ) were not used for the event selection in the previous paper [29]. They are calculated

from the momenta of the reconstructed ⌧sig and ⌧tag, where the energy of ⌧sig is fixed to the

– 5 –

BDT: LightGBM library

𝑉! meson reco.

Table 1: List of the systematic uncertainties of the expected number of signal events. The

average number of tracks (particles) in the reconstructed ⌧
+
⌧
� events for each signal mode

is represented as Ntrack(particle). When the uncertainty is di↵erent mode by mode, we show

the range of the uncertainty.

Source �syst (%)

Integrated luminosity 1.4

ee ! ⌧⌧(�) cross section [48] 0.3

B(� ! K
+
K

�) and B(! ! ⇡
+
⇡
�
⇡
0) 1.2 and 0.7

Trigger e�ciency 0.2–0.9

Tracking e�ciency 0.35⇥Ntrack

Electron identification e�ciency 1.7⇥Nelectron

Muon identification e�ciency 1.8⇥Nmuon

K
± and ⇡

± identification e�ciency 1.6 (⇢0), 1.8 (�) and 1.1 (K⇤0 and K
⇤0)

⇡
0 e�ciency 2.2⇥N⇡0

Electron veto for hadrons 0.4–1.2

MC statistics 0.3–0.5

Track energy resolution 0.3–1.3

Photon energy resolution 0.0–0.4

5 Results

Figures 4 and 5 show the observed event distributions in theM`V 0–�E plane. The observed

number of events in the signal region (Nobs) has no excess over NBG.

We set 90% C.L. upper limits on the branching fractions based on a Bayesian method

with the use of Markov Chain Monte Carlo [49]. The probability density function of

the branching fraction (B(⌧ ! `V
0)) is calculated assuming that Nobs follows a Poisson

distribution function whose mean value is the expected number of events (Nexp),

Nexp = L⇥ 2�⌧⌧B(⌧ ! `V
0)⇥ "+NBG, (5.1)

where L is the integrated luminosity (980.4± 13.7 fb�1), �⌧⌧ is the cross section of ⌧ -pair

production that is calculated with KKMC [48] (the weighted average of �⌧⌧ at all the beam

energies is 0.916± 0.003 nb), and " is the signal e�ciency including the branching fraction

of the V 0. We assume that these values (L,�⌧⌧ , ", and NBG) follow a Gaussian distribution

with the width equal to the uncertainty of each value.

The upper limits on B(⌧ ! `V
0) are listed in Table 2. The average of the limits is

better than that of the previous results using 854 fb�1 [29] by 30%. This is due to the

additional 15% of integrated luminosity; the addition of ⇡±
⇡
⌥
⇡
±
⌫ and ⇡

±
⇡
0
⇡
0
⌫ modes in

⌧tag reconstruction, which increases the signal e�ciency by 9.6%; and the event selection

by multivariate analysis (BDT). The upper limit on B(⌧ ! µ⇢
0) is worse than that of

the previous result, though the expected upper limit before unblinding is better. This is

because we use the Bayesian limits instead of the Frequentist limits, which are negatively

proportional to NBG when Nobs is fixed.

– 10 –

Systematic uncertainties
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𝝉 → ℓ𝑽𝟎: Belle II

the systematic uncertainty as the difference with respect to the nominal efficiency values quoted
in Table 3. This procedure gives the largest contribution to the estimated systematic uncertainty,
that is 15.2% and 8.5% for the electron and muon modes, respectively. To compensate for the
imperfections of the magnetic-field map used in the event reconstruction, misalignment of the
detector, and mismodeling in the density and type of detector and beam-pipe material, we scale
the charged-particle momenta by a correction factor, measured from the shift observed in data
on the invariant mass of D0 relative to its known value [28]. The corresponding systematic
uncertainty is obtained by varying the correction factor according to its uncertainty, which leads
to different data yields in the sideband region, and thus different numbers of expected events
Nexp. The resulting systematic uncertainty, taken as the difference with the nominal value, is
0.6% (0.4%) for the electron (muon) mode. The systematic uncertainty on the integrated lu-
minosity L, measured on two samples of Bhabha and diphoton events [32], is evaluated from
the difference observed between the results from the two methods and amounts to 0.6% relative
uncertainty. We also assign an uncertainty of 0.003 nb on the ⌧ -pair production cross section at
the c.m. energy of 10.58 GeV, according to Ref. [33].

Table 4. Relative systematic uncertainties entering the upper limit computation as a function of the

decay mode.

Affected quantity Source Mode
e� µ�

"`�

Particle identification 0.8% 0.3%
Tracking efficiency 0.9%
Trigger efficiency 0.4% 0.9%

Signal variable mismodeling 15.2% 8.5%
Nexp Momentum scale 0.6% 0.4%

L Luminosity 0.6%
�⌧⌧ Tau-pair cross section 0.3%

8 Results and conclusions

In 190 fb�1 data, after the final selections, we observe two and zero events for the electron and
muon channels, respectively, inside the ±3� and ±2� signal regions, as shown in the scatter
plots in Figure 4. Data yields are compatible with expectations in Table 3. Figure 5 shows
the observed CLs curves in agreement with the expected within the yellow ±2� band. In the
absence of any significant signal excess, we determine the 90% C.L. upper limits on the branching
fractions to be B(⌧� ! e��) < 23⇥10�8 and B(⌧� ! µ��) < 9.7⇥10�8. In contrast to the one-
prong tag technique used by previous searches at Babar and Belle, this analysis demonstrates
the successful first application of the new untagged approach, combined with a background
suppression via BDT classifiers, in the reconstruction of tau pairs events at Belle II. With this
method, we obtain twice the final signal efficiency for the muon mode.

12

Signal: 𝜏 → ℓ𝜙 → 𝐾𝐾
• 1.014 < 𝑚AA < 1.024 GeV/c2

Bkg: 𝑒𝑒 → 𝑞;𝑞, 𝜏 → 3𝜋𝜈

BDT: XGBoost library
• Event-shape
• Kinematic properties of 𝜏,-*, 𝜙
• Variables related to the ROE
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Heavy neutrino
Right handed neutrino (eg. Heavy Neutral Lepton, HNL)
• No strong interaction (it is lepton)
• No weak interaction (it is right-handed)
• No electromagnetic interaction (it is neutral)
à The only way to interact is to mix with left-handed neutrino:

BELLE
MOTIVATION

BGM – June 16, 2022 Dmitri Liventsev – Heavy neutrino in τ decays – 2 / 24

! Masses in the SM are generated by coupling of the Higgs boson to left and right
components of the particle;

! There is no right-handed neutrino in the SM thus neutrinos should be strictly
massless;

! However, oscillations show that neutrinos have masses.

We need right handed neutrino (a.k.a. heavy neutral lepton, HNL)?

! No strong interaction (it is lepton),
! No weak interaction (it is right-handed),
! No electromagnetic interaction (it is neutral).

The only way to interact is to mix with left-handed neutrino:

να =
∑

i

Uαiνi, α = e, µ, τ, ..., i = 1, 2, 3, 4, ...

α – flavor eigenstates, i – mass eigenstates.

τ
−

W
−

q

q’

ντ Uτ
νh

νh

Uα

να

l
−
α

W
+

q’

q

May also contribute to explanation of baryogenesis and DM (νMSM).
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Appendix A: Derivation of Eq. 3292

If a particle with a mass m and width Γ has a momentum p, then the probability that it293

travels distance l or greater is (in units where ! = c = 1)294

P (l) = exp
(

−
mΓl

p

)

,

thus probability to decay in a segment dl at distance l is295

dP (l) =
mΓ

p
exp

(

−
mΓl

p

)

dl.

The number of neutrinos detected in the Belle detector is296

n(νh) = N0

∫

ε(m, l)dP (l)

= 2Nττ B(τ → πνh) B(νh → π%)
mΓ

p

∫

exp
(

−
mΓl

p

)

ε(m, l)dl

= |Uτ |
2|U"|

2 2Nττ f1(m) f2(m)
m

p

∫

exp
(

−
mΓl

p

)

ε(m, l)dl,

where N0 = 2Nττ B(τ → πνh) B(νh → π%) is the total number of π% pairs produced in the297

τ → πνh, νh → π% decay chain, and the rest of definitions is the same as in the paper.298

The |Uτ |2 coupling comes from the branching fraction B(τ → πνh), and the |U"|2 coupling299

comes from the partial width Γ(νh → π%) = B(νh → π%)Γ.300
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The number of neutrinos detected in the Belle detector is296
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where N0 = 2Nττ B(τ → πνh) B(νh → π%) is the total number of π% pairs produced in the297

τ → πνh, νh → π% decay chain, and the rest of definitions is the same as in the paper.298

The |Uτ |2 coupling comes from the branching fraction B(τ → πνh), and the |U"|2 coupling299

comes from the partial width Γ(νh → π%) = B(νh → π%)Γ.300

#neutrinos in this method
Particle with a mass 𝑚 and width Γ has a momentum 𝑝, the 
probability that it travels distance ℓ or greater is 

The number of neutrinos detected in the Belle detector is 

𝑈0 :, 𝑈ℓ :coupling come from 𝐵 𝜏 → 𝜋𝜈7 , 𝐵 𝜈7 → 𝜋ℓ Γ
To factor out the 𝑈ℓ : dependence, we define functions 𝑓3,:(𝑚) as

𝑈0 :𝑓3 𝑚 = 𝐵(𝜏 → 𝜋𝜈7) and 𝑈ℓ :𝑓: 𝑚 = Γ 𝜈7 → 𝜋ℓ = Γ𝐵(𝜏 → 𝜋𝜈7)

Estimate 𝑐𝜏~ 𝑈 (9𝑚 𝜈3 (:

Relative mixing coefficients are different b.t.w normal and inverted hierarchy
𝑥1 = 𝑈1 9/ 𝑈 9 (𝛼 = 𝑒, 𝜇, 𝜏) à 𝑥; = 0.06, 𝑥< = 0.48, 𝑥* = 0.46 from oscillation data
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𝝉 mass measurement
Two possible methods to measure the mass
• Pair-production cross section scan used by BESIII

• Analyze the 𝑒𝑒 → 𝜏𝜏 cross-section near the 𝜏𝜏 production threshold 

• Pseudomass method at Belle, BaBar
• Exploit the kinematics of the three pions in 𝜏 → 3𝜋𝜈 decays
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Measurement of the  mass�
● Lepton properties are fundamental parameters of the SM and need to be 
measured with the highest precision
– tau mass known with ~103 worse precision than the muon mass 
– Uncertainties important in lepton .avor universality tests of SM

● Two possible ways to measure the mass:
–  pair-production cross section scan, used by BESIII (most precise PDG 
result so far)

● vary collision energy around the tau pair production threshold 
– pseudomass method, developed by ARGUS, exploited at B-factories (and 
in the presented study here!)

● Exploit the kinematics of the three charged pions in �sig , 3πν  �decays
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 mass: pseudomass technique�
● Reconstruct e+e-⇡ τtagτsig  events with �tag, ℓνlν�/(π π0 )ν� and �sig , 3πν  �as four tracks 
and no additional high energy photons in the event

● Access m �with pseudo-mass technique Mmin:
● Fit to the end point with an empirical function, smeared edge due to detector resolution 
e/ects and larger tails because of ISR

ISRDetector 
resolution

Generator 
level
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𝝉 mass: Psudomass method

Fit to the end point with an empirical function
• Smeared edge due to detector resolution/ISR

Reconstruct 𝝉𝐬𝐢𝐠 → 𝟑𝝅𝝂 and 𝝉𝐭𝐚𝐠 → ℓ𝝂𝝂
• 𝑚0

: = 𝑝45 + 𝑝6 : = 𝑚45
: +𝑚6

: + 2𝐸45 𝐸0 − 𝐸45 − 2|�⃗�45||�⃗�6|𝑐𝑜𝑠𝛼

• = 𝑚45
: + 2 𝑠/2 − 𝐸45 (𝐸45 − �⃗�45 𝑐𝑜𝑠𝛼)

• 𝑚B-C = 𝑚45
: + 2 𝑠/2 − 𝐸45 (𝐸45 − �⃗�45 ) ≤ 𝑚0


