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Figure 51.3: R in the light-flavor, charm, and beauty threshold regions. Data errors are total
below 2 GeV and statistical above 2 GeV. The curves are the same as in Fig. 51.2. Note: CLEO data
above Ã (4S) were not fully corrected for radiative e�ects, and we retain them on the plot only for
illustrative purposes with a normalization factor of 0.8. The full list of references to the original data
and the details of the R ratio extraction from them can be found in [100]. The computer-readable
data are available at http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and
HEPDATA (Durham) Groups, August 2019.)
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Belle II Flavour Program
• Belle II plans to collect 50 ab-1 of collisions near Y(4S) 

• a (Super) B-factory (~1.1 x 109 BB pairs per ab-1) 
a (Super) charm factory (~1.3 x 109 cc pairs per ab-1) 
a (Super) τ factory (~0.9 x 109 ττ pairs per ab-1) 

• Flavour program at Belle II 

• CKM precision metrology 

• Flavour BSM analyses with good “detection universality” (e.g. 
leptons). Ready to tackle “anomalies”. 

• Dark, missing energy: hidden portals, axiflavons etc. 

• Important, unexplained hierarchy among 10 of 19 params of SM mν=0  

• Mass (6 params, small ratios of scales) 

• CP violation (4 params, strong hierarchy between generations)  

• With phenomenological consequences for quark flavour dynamics 

3
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CKM and CPV SM Metrology: Belle II core program

4

B → ππ, ρρ Φ2 B→D l ν / b → c l ν |Vcb| via Form factor  / OPE

B → D(*) K(*) Φ3 B→π l ν / b → u l ν |Vub| via Form factor  / OPE

B → J/ψ Ks Φ1 M → l ν (γ) |VUD| via Decay constant fM

Bs → J/ψ Φ βs εK (ρ, η ) via BK

K → π ν anti-ν ρ, η Δmd, Δms |Vtb Vt{d,s}| via Bag factor BB

B(s) → µ+ µ- |Vt{d,s}| via Decay constant fB

Some decays worth combining

Exp. uncertainties Th. uncertainties
B ! ⇡⇡, ⇢⇢ ↵ B(b)! D(c)`⌫ |Vcb| vs form factor (OPE)
B ! DK � B(b)! D(c)`⌫ |Vcb| vs form factor (OPE)

M ! `⌫(�) |VUD| vs fM
B ! J/ Ks � ✏K (⇢̄, ⌘̄) vs BK
B ! J/ � �s �Md ,�Ms |VtbVtd ,s| vs BB
K ! ⇡⌫⌫̄ (⇢̄, ⌘̄) B ! `+`� |Vtd ,s| vs fB

Sébastien Descotes-Genon (LPT-Orsay) CKM fits and lattice 15/09/10 6

A handle on these parameters

d ! u: Nuclear physics (superallowed � decays)
s ! u: Kaon physics (KLOE, KTeV, NA62)
c ! d , s: Charm physics (CLEO-c, BESIII)
b ! u, c and t ! d , s: B physics (Babar, Belle, CDF/DØ, LHCb)
t ! b: Top physics (CDF/DØ, ATLAS, CMS)

data = weak ⌦ QCD =) Need for hadronic inputs (lattice)
and deconvolution (statistics)

Sébastien Descotes-Genon (LPT-Orsay) CKM fits and lattice 15/09/10 5

Observables with very different 
properties  

Tree: e.g., |Vub|, Φ3 
Loop: e.g., ∆md , ∆ms , εK , sin(2β)  

CP-conserving: e.g., |Vub|, ∆md, ∆ms  
CP-violating: e.g., γ, εK , sin(2β) 

Exp. uncs.: e.g., α, sin(2β), γ 
Syst. uncs.: e.g., |Vub|, |Vcb|, εK, ∆md, ∆ms 
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SuperKEKB

5

1) New e+ damping ring (commissioned 2018). 
2) New 3 km e+ ring vacuum chamber (commissioned in 

2016). Optics and vacuum scrubbing in 2018. 
3) New superconducting final focus (commissioned 2018).

SuperKEKB, 
1/6/2020

KEKB SuperKEKB Achievements

β*y(mm) 5.9/5.9 0.3/0.27 1/1

Ibeam(A) 1.19/1.65 2.6/3.6 0.70/0.88 **

L(cm-2s-1) 2.11x1034 80x1034 1.88x1034

SuperKEKB Accelerator

Damping	ring:	
reduces	the	!"-
beam	emittance

New	RF	system:
increases	the	
beam	current

New	focusing	
magnets:	reduces	

the	beam	size
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( ⁄#) #")
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( ⁄#) #")

?:∗ (CC) E. G/E. G 0.30/0.27 ×6-

=J&KC (L) 8. 8G/8. M$ 2.6/3.6 ×6

2 (NC)6O)8) 6. 88×8-P$ Q-×8-P$ ×$-

Nano-beam	scheme

1µm

400µm

83mrad

10mm

Reduces	the	beam	
size	in	the	!"-!)
interaction	region	
to	50 nm.

50	nm

KEKB	→	SuperKEKB

Key	ingredients

2W&OXYZ
[\]\^ = Q-×8-P$NC)6O)8 = 40 × _`abcdce

SuperKEKB

3

20× smaller beam spot (σy=50 nm) but 
generally higher beam background  
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electrons  (7 GeV)

positrons (4 GeV)

K-Long and muon detector: 
Resistive Plate Chambers (barrel outer 
layers) 
Scintillator + WLSF + SiPM’s (end-caps , inner 
2 barrel layers)

Particle Identification  
iTOP detector system (barrel) 
Prox. focusing Aerogel RICH (fwd)

Central Drift Chamber 
He(50%):C2H6(50%), small cells, long 
lever arm,  fast electronics (Core 
element)

EM Calorimeter: 
CsI(Tl), waveform sampling (barrel+ endcap)

Vertex Detector 
1→2 layers DEPFET + 4 layers DSSD

Beryllium beam pipe 
2cm diameter

Belle II Detector, 2020 Full Operations

6

VXD:	Another	key	element	is	now	ready	

11	In	global	cosmic	since	Jan	2019	

VXD	installed	to	Belle	II	(Nov	2018)	

q  PXD: L1+1/6 of 
L2 (rest will be 
added in 2020) 

One	half	of	VXD	

L6 
L5 

L4 
L3 

L2 
L1 

Partial	VXD	
of	Phase	2	

q  Large improvement 
in vertex resolution 

~90% data taking efficiency
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Nano-beams and the vertex detector

7

SuperKEKB

Effective bunch length reduced x 1/10 
And vertex resolution 2x better than Belle

Overlap Region at IP

�6

Ordinary collision (KEKB) Nano-Beam (SuperKEKB Phase2)

σ = 550 μm
σ = 4.5 mm

measurement at Belle II 
measurement at Belle 

The vertex distribution is constrained 
in the nano-beam scheme.bunch length x 2

I. Adachi, T. Iijima

Giulia Casarosa B2SiliconTracking

➡ The finding efficiency for CDC+SVD+PXD II tracking 
robust against beam background 

➡ The performances are acceptable with twice 
nominal background 

➡ Still room for improvement as no optimisation has 
been studied for background higher than the 
nominal one

Overall Tracking Performance

 16

improved impact 
parameters resolution 

factor 2 improvements     
in both d0 and z0 with 

respect to Belle,        
thanks to PXD hits

for different levels of beam background
and factoring out the geometrical acceptance
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parameter extracted value

N1
sig (81± 6) · 10

µ1 (fs) 31± 16
�1 (fs) 127± 15
N2

sig (10± 5) · 10
µ2 (ps) (0.48± 0.17)
�2 (ps) (0.73± 0.13)
⌧ (fs) (370± 40)

TABLE II: Parameters extracted from the unbinned maximum likelihood fit to the reconstructed
proper time distribution.

FIG. 2: Fit to the reconstructed proper time for D0 candidates belonging to the signal region
5.346 < Q(MeV/c2) < 6.353 and 1.848 < M(GeV/c2) < 1.879. The model function is defined in
(2) and the value of the parameters extracted from the fit are reported in Table II.

The proper time distribution is fitted with two Gaussian contributions both convolved
with the exponential:

TPDF (t) = N1
sig ⇥Gauss(t|µ1, �1) ⇤ Exp(t|⌧) +N2

sig ⇥Gauss(t|µ2, �2) ⇤ Exp(t|⌧) ; (2)

the choice is due to considerations on background composition, entirely related to mis-
reconstructed D0s (cc̄ background).

3

  τ D0 = 370 ± 40(stat) fs
D0 lifetime: 
Accepted value 410 fs

 First results from Belle II  (Torben Ferber) 31
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Beam Spot Measurement

FIG. 1: Projection of the coordinate system on the x-y plane. For a track coming from a primary

vertex (PV), the transverse impact parameter (d0) is the signed distance between the point of

closest approach (POCA) and the z axis, and �0 is the azimuthal angle of the track momentum at

the POCA. The sign of d0 is defined to be the same as the one of the z component of the angular

momentum with respect to the origin. The blue area depicts the region where the high energy and

low energy beams overlap; in this drawing, the vertical size and the horizontal size of this region

are not in scale. In practice, the center of the overlap region is displaced with respect to the origin

and d0 needs to be corrected for this o↵set.

1

FIG. 3: For a two-track event where the two tracks, t1 and t2, are produced back-to-back, the

definition of d0 implies that d0(t1) and d0(t2) have opposite signs. Assuming that the two tracks

come from the same primary vertex, the width of the di↵erence �d0 ⌘ d0(t�) + d0(t+) divided byp
2 is an estimate of the d0 resolution. In each �0 bin, the width of the �d0 distribution of selected

tracks, noted �68(�d0), is defined as half of the symmetric range around the median containing

68% of the �d0 distribution. When computing the width of �d0/
p
2 over the full �0 range, one

obtains a d0 resolution estimate of 14.2±0.1 (stat)µm in data and 12.5±0.1 (stat)µm in simulation.

The tracks are selected in a data sample collected in May 2019 (run list: 3689, 3714, 3715, 3718,

3719); in particular, it is requested that the tracks are detected by the PXD, the SVD and the

CDC, and that they belong to two-track events. The same selection is applied to simulated tracks

from a sample of generated Bhabha scattering events with e+e� in the final state.

3

FIG. 2: In each �0 bin, the width of the d0 distribution of selected tracks, noted �68(d0), is defined
as half of the symmetric range around the median containing 68% of the d0 distribution. A beam

profile is drawn in gray; it corresponds to the function

q
(sin�0 · �x)2 + (cos�0 · �y)2 computed

with �x = 14.8µm and �y = 1.5µm (set values in simulation). The fact that the measured points

are above the gray curve comes from the finite resolution of the detector. The tracks are selected

in a data sample collected in May 2019 (run list: 3689, 3714, 3715, 3718, 3719); in particular, it is

requested that the tracks are detected by the PXD, the SVD and the CDC, and that they belong

to two-track events. The same selection is applied to simulated tracks from a sample of generated

Bhabha scattering events with e+e� in the final state.

2

‣ Phase 3 vertex detectors make it possible to  
accurately measure the interaction region. 

‣ Vertex fit of 2-track events (~Bhabha) selecting 
"good" tracks with PXD, SVD and CDC hits. 

‣ 14.1±0.1(stat) µm resolution (x2 better than Belle)
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‣ Phase 3 vertex detectors make it possible to  
accurately measure the interaction region. 

‣ Vertex fit of 2-track events (~Bhabha) selecting 
"good" tracks with PXD, SVD and CDC hits. 

‣ 14.1±0.1(stat) µm resolution (x2 better than Belle)

Vertex resolution
• Vertex fit of 2-track events (~Bhabha) 

selecting "good" tracks with PXD, SVD and 
CDC hits 

• 14.1±0.1 (stat) μm resolution  
(×2 better than Belle)

~ 40 µm D0 flight path resolution Talk by R. Briere
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Tracking - tag and probe

8

Tau leptons in early Belle II data

6Tau Lepton Physics at Belle II,  1/3/2019P. Rados  

Thrust value
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3π± + nπ0• Targeting e+e-→τ+τ- with 3-by-1 prong decay:      "tag →   ± # #̅"       "signal → 3π± #" + nπ0 

• Events required to fire CDC track trigger:   291 pb-1 of usable data 

• Event topology and kinematic selections tailored to suppress qq̅ and eeɣ backgrounds, driven 
by: 

- thrust value  =                 ,  large for the signal since both " leptons are boosted (back-to-back) 

- total visible energy,  bellow √s for the signal due to the three undetected neutrinos

ℓ ℓ

∑
h

p ⋅ ̂T
|ph |

ee→ττ(γ)  
Used for early trigger & track efficiency measurements. 
Ratio of 3 and 4 track events, with e or µ tag. 
More techniques being explored with > 10 fb-1 datasets.

5. DATA-MC COMPARISON

In this section we check the Data-MC agreement after applying all of the selections
described in Section 4, and after accounting for the trigger e�ciency in a bin-by-bin manner
for MC. Distributions of the 2-prong track invariant mass (M⇡⇡) are shown in Figure 7.
The distributions of the 1-prong track �lab, ✓lab and pT are shown in Figures 8, 9 and 10,
respectively.
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FIG. 7: Distributions of M⇡⇡ in the (a) muon channel and (b) electron channel. The data (points)
are compared to the signal + background expectation (stacked histograms). Statistical uncertain-
ties for Data and MC are shown, with the MC error band including also the trigger e�ciency
uncertainty. The lower panel shows the Data/MC ratio. The combined OS+SS and N3 + N4

sample is shown.
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µ tag

2. TAG-AND-PROBE METHOD

The tracking e�ciency is measured using a tag-and-probe method, similar to the one
developed previously by the BaBar collaboration [1]. The method targets e+e� ! ⌧+⌧�

events, where one tau lepton decays leptonically (⌧ ! `±⌫`⌫̄⌧ , ` = e, µ) while the other
decays hadronically into three charged pions (⌧ ! 3⇡±⌫⌧ + n⇡0). These decays will be
referred to, hereafter, as the 1-prong and 3-prong ⌧ -decays, respectively.

We define two channels according to the origin of the track from 1-prong ⌧ -decay:

• electron channel — the 1-prong track originates from an electron (⌧ ! e±⌫e⌫̄⌧ ).

• muon channel — the 1-prong track originates from a muon (⌧ ! µ±⌫µ⌫̄⌧ ).
Note that this channel also contains a sizeable contribution from hadronic decays
(⌧ ! ⇡±⌫⌧ + n⇡0), where the 1-prong track originates instead from a charged pion.

The tree-level Feynman diagram for the targeted process can be seen in Figure 1.

FIG. 1: Feynman diagram for the e+e� ! ⌧+⌧� process targeted by the tag-and-probe method.
The tag objects (`⌥⇡±⇡⌥) are highlighted in red, while the probe pion is highlighted in blue.

Three good quality tracks with total charge ±1 are used to tag ⌧ -pair events. The
existence of the additional fourth track can be inferred from charge conservation (the total
charge must equal to zero). This allows to probe the Belle II track finding e�ciency.

The tracking e�ciency ✏track is defined by:

✏track · A =
N4

N3 +N4
, (1)

where N4 is the number of events where all four tracks are found, while N3 is the number
of events where the fourth track is not found, and A is a factor that takes into account the
acceptance of the Belle II detector for the fourth track. The N4 and N3 samples will be
referred to, hereafter, as the 4- and 3-track samples, respectively.

In order to perform physics analyses, it is essential to measure the tracking e�ciency in
data in order to assign a systematic uncertainty for the mismodelling of the e�ciency in MC

3
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7.2. Combined measurements

In this subsection we present the calibrated data-MC discrepancy (�⇤) for the four chan-
nels combined. This quantity is measured as a function of the 1-prong track �lab, ✓lab and
pT which are shown in Figure 16.

The overall Data-MC discrepancies (integrated over the kinematic range) are shown in
Figure 17. For the combined experiment 7 and 8 data, the overall discrepancy is measured
to be:

�⇤overall = 0.19 ± 0.14 (stat) % , (6)
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FIG. 16: The combined measurement of �⇤ shown as a function of (a) �lab, (b) ✓lab and (c) pT of
the 1-prong track. Statistical uncertainties are shown.
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simulation. To this end, we define the data-MC discrepancy:

� = 1� ✏Data

✏MC
(2)

= 1� ✏Data · A
✏MC · A = 1�

⇣ NData
4

NData
3 +NData

4

⌘
·
⇣NMC

3 +NMC
4

NMC
4

⌘
, (3)

where ✏Data and ✏MC are the tracking e�ciencies measured in data and MC, respectively.
When computing ✏Data the yields that enter Equation 1 are the background subtracted data,
while for ✏MC the yields come from ⌧ -pair MC simulation.

The e�ciency estimator in equation 1 was calibrated in order to correctly estimate the
tracking e�ciency. This calibration procedure will be described in Section 6.

3. DATA AND MC SAMPLES

This study was performed on the unskimmed mDSTs from the o�cial proc10 reprocessing
of the Phase 3 data. Details can be found in Table I. After selecting only the good runs [2],
the data sample corresponds to a total integrated luminosity of 5.18 fb�1 [3].

Experiment Run Numbers Release Global Tag Luminosity [pb�1]

7 909-4120 04-01-00 data reprocessing proc10 550.8 ± 0.3

8 43-1022, 04-01-00 data reprocessing proc10 4626.3 ± 0.9

1036-1554,

1835-3123

TABLE I: Details on the proc10 reprocessed data sample used in this study.

For the simulation of the signal and background processes, run-independent MC was used
with early Phase 3 geometry and nominal beam background conditions (BGx1). Samples
from the o�cial MC13a production campaign were used for the ⌧ -pair signal and the domi-
nant uū, dd̄, ss̄, cc̄ and bb̄ backgrounds. For the more minor low-multiplicity backgrounds,
samples from the o�cial MC12b production are currently used. Details can be found in
Table II, with additional information available at [4, 5].

4. TRIGGER AND OFFLINE SELECTIONS

4.1. Trigger

For both the electron and muon ⌧ -decay channels, events in data are required to fire
the ECL trigger hie. This trigger has the lowest Level 1 energy threshold amongst the
unprescaled ECL triggers (1 GeV) and includes a Bhabha veto requirement.

In order to measure the ECL trigger e�ciency in data, an orthogonal reference trigger
(↵o) is used:

✏hie =
↵o and hie

↵o
, (4)

4

µ tag same-charge as probe 
pT of the tag

Systematic error on tracking based on averaging over subsets.
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Hadron Identification
• dE/dx (CDC, SVD) & Time of 
propagation Cherenkov patterns (TOP), 
and Cherenkov rings (ARICH). 

• Performance with D* sample. 

• FCNC b→d and b→s transitions are key 
are for flavour studies, requiring better 
K/π ID performance than Belle.
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FIG. 9: x � t plot, expected PDFs and impact point diagram of a kaon candidate tagged by a D?

decay.

Upper row: x � t plot superimposed to expected pattern in the pion (left, red), kaon (left, blue)
and proton (right, green) hypothesis. Each plot reports the corresponding log-likelihood value.

Bottom row: Sketch of the impact point and direction on the TOP bar. The coordinate system is

the one of the bar itself: with respect to the detector frame, z is unchanged, x runs along � and y is

the radial direction. The diagram shows the bar as seen from the IP. The impact point of the track

is marked by a colored spot, whose size and color is proportional to the track’s momentum. The

short line pointing to the impact point represents the direction of the incoming particle, projected

on the bar surface: it’s orientation represent the actual orientation of the track on the x� y plane,

while its length is proportional to the cosine of the dip angle (i.e. the angle at which the track

enters the bar). Shorter lines are associated to dip angles closer to 90
�
, i.e. to track that are

entering the bar perpendicularly to its surface.

The parameters reported on the right side of the impact point diagram are, in order: slot ID

(1-16), the track momentum p, the polar angle ✓IP and azimuthal angle �IP calculated at the IP,

the coordinates x and z of the impact point in the bar reference frame, the dip angle ✓dip, and the

azimuthal angle in the bar frame, respect to the z axis (�dip).
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FIG. 8: The Kaon e�ciency vs. pion mis-identification rate (left) for di↵erent PID criteria,
for individual subdetectors CDC (left), TOP (middle), and ARICH (right) for the data

sample (red) along-with MC sample (blue). For ARICH, an additional requirement on the
momentum of the tracks to be greater than 0.55 GeV/c is used.
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FIG. 9: The K e�ciency and ⇡ mis-identification rate vs. the PID criteria distribution for
di↵erent PID criteria, for individual subdetectors CDC (left), TOP (middle), and ARICH

(right) for the data sample (red) along-with MC13 sample (blue). For ARICH, an
additional requirement on the momentum of the tracks to be greater than 0.55 GeV/c is

used.
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FIG. 10: Kaon e�ciency and pion mis-identification rate for the PID criterion RK/⇡ > 0.5
in the data sample (red) compared with MC sample (blue) in the bins of momentum (left)

and cos ✓ (right).
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FIG. 6: RK/⇡ distributions, for individual subdetectors CDC (left), TOP (middle), and
ARICH (right) obtained using sPlot technique for kaon (red) and pion (blue) signal tracks

in the data sample. For ARICH, an additional requirement on the momentum of the
tracks to be greater than 0.55 GeV/c is used.

rate. The K e�ciency vs. ⇡ mis-identification rate for di↵erent PID criterion is shown in125

figure 7 (left). The PID performance in MC is found to be better than in data sample.126

The K e�ciency and ⇡ mis-identification rate vs. the PID criteria is shown in figure 7127

(right). The data-MC disagreement is more prominent in the ⇡ mis-identification rate as128

compared to K e�ciency. The K e�ciency vs. ⇡ mis-identification rate for di↵erent PID
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FIG. 7: The Kaon e�ciency vs. pion mis-identification rate (left) for di↵erent PID criteria
(left) and Kaon e�ciency and pion mis-identification rate vs. PID criteria (right) for the

data sample (red) along-with MC sample (blue).

129

criterion for individual subdetector cases are shown in figures 8. And, the K e�ciency and130

⇡ mis-identification rate vs. the PID criteria distribution for individual subdetector cases131

are shown in figures 9.132

7. K EFFICIENCY AND ⇡ MIS-IDENTIFICATION RATE IN MOMEN-133

TUM/POLAR ANGLE BINS134

Further, K e�ciency and ⇡ mis-identification rate is studied for a specific PID criterion135

RK/⇡ > 0.5 in bins of momentum and polar angle (cos ✓). The result for the data sample136

compared with MC sample are shown in figures 10. The data-MC discrepancy in ⇡ mis-137

identification rate seems to be mostly in the higher momentum region (> 1.5GeV/c), where138
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FIG. 2: M [D0] distribution with a criterion |�M � 0.14543| < 1.5MeV/c2 in MC sample
(left) and data sample (right).

4. MOMENTUM AND POLAR ANGLE OF KAON AND PIONS101

The Kaon and Pion tracks tagged from the charge of the slow pions. Momentum distri-102

bution of signal kaons and pions (extracted from sPlot) for MC and data samples are shown103

in Figure 3, data and MC distributions show reasonable agreement.104
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FIG. 3: Momentum distributions of signal kaon (left) and pion (right) tracks using sPlot
technique in MC (blue) and data (red) samples.

The Polar angle distribution of signal kaons and pions (extracted from sPlot) for MC and105

data samples are shown in Figure 4, data and MC distributions show reasonable agreement.106

5. LIKELIHOOD RATIOS107

The distribution for binary PID likelihood ratio (RK/⇡), can be obtained for signal kaons108

and pions using sPlot technique [5] in data. For kaon-like tracks the RK/⇡ value should be109
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Lepton Reconstruction & Identification
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• Targeting precision in LFUV tests. 
Challenge: B→ τ→l have <p>~500 MeV/c. 

• Driven by ECL, KLM, + dE/dx (CDC, SVD) 

• µ Little to no radiation (heavy), Stable within 
Belle II but need > 700 MeV/c to reach KLM. 

• e Final state radiation, Brems. in material (less 
material than LHC detectors). 

• Good universality between e and µ: efficiencies 
and resolution (after Brems. recovery).

e- γ µ-

Belle II Phillip URQUIJO

J/ψ→ll
• Sample used together with eell, 

better represents busier 
hadronic environment. 

• Universality in e and µ 
efficiencies. Electrons - 
bremsstrahlung photons 
recovered. 

• Proc10 and proc9 - efficiencies 
in agreement with eell.
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Proc9/MC12 results from BELLE2-NOTE-PH-2019-050

• Results for efficiency in electronID and muonID from JͬɎїы+ы-

were good. (But with low statistics)

DANIEL FERLEWICZ, SCHOOL OF PHYSICS, THE UNIVERSITY OF MELBOURNE 8

Data/MC deviation for e- with 
electronID > 0.9

Data/MC deviation for ʅ- with 
muonID > 0.9
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FIG. 18

FIG. 19: Lepton identification e�ciency and ⇡ ! e (top), ⇡ ! µ (bottom) mis-identification
probability f as a function of plab for likelihood-based and BDT-based PID, in the ECL
barrel region. The cut on the classifier is arbitrarily chosen to result in a flat 95% average
e�ciency for correctly identifying e and µ in each of the three momentum categories. The
quantity shown in the bottom pad - �mis�ID = fBDT/fL� 1 - represents the relative di↵erence
in mis-identification probability of the BDT method with respect to the likelihood method.

28

Fakes near 1% or lower.
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Photons, π0, η
• Stable photon efficiencies, 

resolution and pointing 
information for invariant masses 
from the calorimeter. 

• Efficiencies: ee→µµγ 

• Resolution: π0, η, µµγ 

• Calibration and material effects 
under constant development and 
improvement. 

• KL-ID under development too.
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Neutral reconstruction
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FIG. 1: Invariant mass of �� for data phase III. The functions superimposed are the result of a
binned ML fit to the data using as signal a Crystal Ball plus a Gauss (with the same mean) and
a first order polynomial for background. A clear peak for the decay ⇡0 ! �� is visible. Data
corresponds to an integrated luminosity of 2.62 fb�1 (proc9 hadron skim). The selection criteria
are E� > 120MeV, E9/E21 > 0.9, Nhits > 1.5.
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FIG. 2: Invariant mass of �� for data phase III with a Crystal Ball plus first order polynomial
fit. A clear peak for the decay ⌘ ! �� is visible. Data corresponds to an integrated luminosity
of 2.62 fb�1 (prod9 hadron skim). Selection criteria used are E� > 400MeV, E9/E21 > 0.9,
Nhits > 1.5.

3

η→γγπ0→γγ

X
X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X
X

X

_2/Bb+Qp2`v Q7 η �M/ η ′

"0 → η ′E0
S- ηE0

S, ?B;?Hv b2MbBiBp2 iQ M2r # → [[b HQQTbX
⇒ 6B`bi KBH2biQM2 `2�+?2/ #v `2+QMbi`m+iBM; η �M/ η ′ K2bQMbX

η → γγ

η → π+π−π 0

η ′ → π+π−η(γγ)

η ′ → ππη(πππ 0)

η ′ → ργ

"1GG1k@LPh1@SG@kyky@yyj

Ry
E(ECL) / p(recoil)

0.6 0.8 1 1.2

Ev
en

ts
 / 

( 0
.0

2 
)

0

100

200

300

400

500

600

700
Data
Fit

1.00 GeV < p(recoil) < 8.00 GeV

Belle IIBelle II 2018 (Preliminary)
-1 L dt = 250 pb∫

 0.001± = 0.997 
fit
µ

E(ECL) / p(recoil)
0.6 0.8 1 1.2

Pu
ll

2−
0
2

FIG. 3: Energy ratio distributions rE and fit for data, see text for details. Detailed version of the
fit including the di↵erent contributions is shown in AppendixB.

6

Photon Efficiencies

ee→µµγ

 [GeV/c]
Recoil

p

0

0.2

0.4

0.6

0.8

1

310×

Ev
en

ts
 / 

0.
67

 G
eV

/c

 2018 (Preliminary)Belle II

 -1dt = 212 pbL∫
Data selected

Data sel. & mached

0 1 2 3 4 5 6
 [GeV/c]

Recoil
p

0
0.2
0.4
0.6
0.8

1

(d
at

a)
ε  [GeV/c]

Recoil
p

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2
2.4

310×

Ev
en

ts
 / 

0.
67

 G
eV

/c

 2018 (Preliminary)Belle II

MC total selected

MC total sel. & mached

0 1 2 3 4 5 6
 [GeV/c]

Recoil
p

0
0.2
0.4
0.6
0.8

1

(m
c)

ε

 [GeV/c]
Recoil

p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2)ε
Ef

fic
ie

nc
y 

(

 2018 (Preliminary)Belle II

 -1dt = 212 pbL∫
Efficiency DATA

Efficiency MC

0 1 2 3 4 5 6
 [GeV/c]

Recoil
p

0.6
0.8

1
1.2
1.4
1.6

D
AT

A/
M

C

FIG. 24: Photon reconstruction e�ciency in data and in MC as well as the corresponding

data/MC scale factors as function of pRecoil for Prod6 data.

40

Talk by F. Abudinen



 First results from Belle II  (Torben Ferber) 23

Luminosity measurement
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Fig. 1. Comparisons of the distributions of Bhabha-dominant signal candidates between the data and MC samples.
Each plot in the figure shows one quantity in the selection criteria and is drawn with the requirements on all other
quantities applied. In the legend, “Data” represents the data sample, while “ee”, “��”, “Bkg”, and “Tot” denote
the Bhabha, digamma, background (µ+µ�, e+e�e+e�, B+B�, B0B̄0, cc̄, ss̄, uū, dd̄, and ⌧+⌧�), and total MC
samples, respectively. The vertical arrows indicate the regions of the selected events.

a CM beam energy spread of 5 MeV [13] using the
BabaYaga@NLO [14–17] generator. The MC samples
were generated in the polar angle range 35�–145� in the
CM frame, somewhat broader than the acceptance of the
ECL barrel region, to avoid spurious edge e↵ects. Along
with the generation of the samples, the theoretical cross
sections of Bhabha and digamma processes (�ee and ���)
were evaluated using the same generator with the same
input parameters. The cross sections were calculated to
be �ee = 17.37 nb and ��� = 1.833 nb with a claimed
precision of 0.1% [14–17].

To estimate background levels, the following MC
samples were also produced at the peak energy of the
⌥ (4S) resonance: one million µ+µ� events with the

BabaYaga@NLO generator; one million two-photon
events in the e+e�e+e� final state with the AAFH [18–
20] generator; 50-fb�1-equivalent of B+B� and B0B̄0

events decayed with EvtGen 1.3 [21] for exclusive
modes and PYTHIA 8.2 [22] for inclusive modes; 50-
fb�1-equivalent of cc̄, ss̄, uū, and dd̄ events produced
with KKMC 4.15 [23, 24] and decayed with EvtGen
1.3 and PYTHIA 8.2; and 50-fb�1-equivalent of ⌧+⌧�

events also produced with KKMC 4.15 but decayed with
TAUOLA [25].

In order to simulate the interaction of final-state
particles with the detector, the generated MC samples
were used as input for a Geant4-based MC simulation
program [26], which includes the geometric description

xxxxxx-6

background levels (Rbkg) are calculated as

Rbkg =

P
bkg

�bkg✏bkg

(�ee✏ee+���✏��)
. (2)

The results are 0.07% and 0.28% in the Bhabha-
dominant and digamma-dominant measurements, re-
spectively. Detailed background analysis shows that the
background mainly arises from uū, ⌧+⌧�, and dd̄ events
in both measurements.

Inserting the values of Nobs
data, ✏ee, ✏�� , �ee, ��� , and

Rbkg into the formula

L=
Nobs

data

(�ee✏ee+���✏��)(1+Rbkg)
, (3)

the integrated luminosities are determined to be (496.7±
0.3) pb�1 and (493.1±0.7) pb�1 in the Bhabha-dominant
and digamma-dominant measurements, respectively.
Here, the uncertainties are statistical only. In the two
formulae above, the e�ciencies ✏ee and ✏�� implicitly
include an energy-sum-based ECL trigger e�ciency of
100% with a negligible uncertainty of O(0.01%). This is
evaluated using a radiative Bhabha data sample as the
ratio of the events triggered by both ECL and CDC to
all those triggered by CDC.

6 Systematic uncertainties

Table 2. Systematic uncertainties of the measured
integrated luminosities. The second, third,
and fourth columns list the uncertainties from
the Bhabha-dominant, digamma-dominant, and
combined measurements, respectively.

Source ee (%) �� (%) ee + �� (%)

Cross section ±0.1 ±0.1 ±0.1

CM energy ±0.2 ±0.2 ±0.2

✓cm range ±0.0 ±0.4 ±0.1

IP position ±0.2 ±0.1 ±0.1

ECL location ±0.2 ±0.2 ±0.2

MC statistics ±0.1 ±0.1 ±0.1

Beam backgrounds ±0.1 ±0.1 ±0.1

Cluster reconstruction ±0.2 ±0.2 ±0.2

Ecm distributions ±0.1 ±0.1 ±0.1

✓lab distributions ±0.1 ±0.2 ±0.1

✓cm distributions ±0.3 ±0.3 ±0.3

�cm distributions ±0.1 ±0.3 –

Material e↵ects �0.1 +0.7 +0.1

Overlapping clusters ±0.1 ±0.1 ±0.1

Colliding backgrounds ±0.1 ±0.3 ±0.1

Quadrature sum ±0.6 +1.1
�0.8 ±0.6

Table 2 summarizes the sources and values of the
systematic uncertainties of the integrated luminosities
measured above. The systematic uncertainties are
evaluated as follows.

The theoretical cross sections of Bhabha
and digamma processes are evaluated with the
BabaYaga@NLO generator with a precision of
0.1% [16, 17], which is taken as the relative systematic
uncertainty in each measurement.

The CM energy is an essential input to the
BabaYaga@NLO generator for the evaluation of the
signal cross sections and the generation of the signal
events. To check the impact of its uncertainty on the
measured integrated luminosities, the two measurements
are repeated with the CM energy increased/decreased
by 0.1%, which is roughly half the width of the ⌥ (4S)
resonance (20.5± 2.5) MeV [30] and is a conservative
value for the energy uncertainty according to an analysis
of the yield of B mesons. For each measurement,
the larger of the changes in the integrated luminosity
is taken as the associated uncertainty. The results
are about 0.2% for both measurements. Additionally,
since the rates of Bhabha and digamma processes vary
comparatively slowly with energy, the impact of the
uncertainty of the CM energy spread on the measured
integrated luminosities is negligible.

The polar angle range of electrons and positrons
for Bhabha events or photons for digamma events
in the CM frame is another important input to the
BabaYaga@NLO generator. The nominal signal MC
samples are generated in the ✓cm range 35�–145�. To
check the impact of di↵erent ✓cm ranges on the measured
integrated luminosities, the two measurements are
repeated with Bhabha and digamma events generated in
the wider ✓cm range 5�–175�. For the Bhabha-dominant
measurements, the results are consistent within the
statistical uncertainties. For the digamma-dominant
measurements, the result changes by about 0.4%, which
is taken as the relative systematic uncertainty.

The actual position of the IP may deviate from
the nominal position (0, 0, 0) as assumed in the MC
simulation. In a preliminary study with charged tracks,
the average position and the width of the IP distribution
over the whole data sample are determined to be (�0.4,
0.4, 0.3) mm. To investigate the impact of the deviation
on the measured integrated luminosities, we repeat our
measurements using a shifted position of the IP in
the MC simulation. The shift used is (�0.4, +0.4,
+0.3) mm from the nominal position. For the Bhabha-
dominant and digamma-dominant measurements, the
results change by about 0.2% and 0.1%, respectively.
In addition, the IP spread is calculated to be about
(14 µm, 0.56 µm, 0.35 mm) with the optics parameters
set for the x and z dimensions and observed for the y
dimension during Phase 2. We perform a study with the
IP spread, finding the IP spread only has a negligible
impact on the measured integrated luminosities because
its x and y components are small and its symmetry

xxxxxx-9

• Calorimeter-only selection of large 
angle Bhabha events

to appear in Chinese Physics C (arXiv:1910.05365)Belle II Phillip URQUIJO

Counting

12

Measured with ee→ ee(γ), γγ in ECL 
Integrated luminosity in phase 2  
= 496.3±0.3±3.0 pb-1 
→ better than 1% precision .

ECL clusters
ee
→

ee
(γ

)  

ee
→
γγ

  
B-countingLuminosity
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FIG. 1: R2 distribution for ⌥ (4S) data and o↵-resonance data. The event selection requires at least
three tracks and two clusters in the event, with transverse momentum greater than 100 MeV/c
and cluster energy greater than 100 MeV, respectively. Additional requirements on tracks, clusters
and event variables are described in detail in the note BELLE2-NOTE-PH-2019-025. The overall
selection e�ciency on the BB sample is 98.8%. The o↵-resonance contribution is normalized to
the luminosity of the on-peak data.

3

We are on the Υ(4S) resonance and  
recording B-anti B pairs with ~99% efficiency.  
c.f. σ(Υ(4S))~1.05 nb at 10.58 GeV 

+ ~6 fb-1 of data taken 60 MeV below Y(4S) to date.

Chin.Phys.C 44 (2020) 2, 021001
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2020 — Towards the first flavour publications
• (59) fb-1 on disk, ready to reach several hundred by the end of the year.  

• Already 1 publication on dark sector searches - more soon to come.  

• Flavour publications likely to start with 2019+2020 data - several ideas for new τ results.

13

2021-2022: ~1 ab-1 (Belle)

2023 5 ab-1 B2TiP Milestone 
arXiv: 1808.10567 / PTEP

2019: 10 fb-1 (November)

2020: ~200-400 fb-1 (December, Babar 500 fb-1) 
Run resumes October.

2020: ~80 fb-1 (End of run in June)

Talk by M. Villanueva
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Search for an invisibly decaying Z’
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Search for an invisibly decaying Z′ boson

submitted to PRL, arXiv:1912.11276v1 

6

certainty is systematic and is due to kinematic depen-
dencies. The performance of the ECL trigger is studied
using e+e� ! µ+µ�� events with E� > 1GeV that are
selected with the CDC two-track trigger. The efficiency
is found to be uniformly (96 ± 1)% in the ECL barrel
region.

The tracking efficiency for data is compared to simu-
lation using radiative Bhabha and e+e� ! ⌧+⌧� events.
Differences are found to be 10% for two-track final states,
with a 4% systematic uncertainty due to kinematic de-
pendencies.

The PID efficiency for data is compared to simulation
using samples of four-lepton events from two-photon me-
diated processes. Discrepancies at the level of 2% per
track are found, resulting in a systematic uncertainty of
4%.

The dimuon recoil mass resolution of data is compared
to simulation using e+e� ! µ+µ�� events that are con-
sistent with the full event energy, and which satisfy se-
lections 1-5 except selection 4, which they are required to
fail (µµ� sample). The two-dimensional muon momen-
tum distributions are reweighted to produce analogous
distributions for e+e� ! µ+µ�Z 0 events with Z 0 masses
up to 3GeV/c2. The recoil mass widths for data and sim-
ulation are consistent, and no systematic uncertainty is
assigned.

The selection criteria before the ⌧ suppression are stud-
ied using signal-free control samples in data and simula-
tion. The µµ� sample is useful for the low recoil mass
region. Similar ee� and eµ� control samples are used for
consistency checks. We also select µµ and eµ samples
that satisfy requirements 1–5, but which fail the pT,lmax

rec –
pT,lmin
rec requirement. These studies indicate that the effi-

ciency before the ⌧ suppression is 35% lower for µ+µ�

events in data than in simulation, and 10% lower for
e±µ⌥ events. The latter is explained by tracking inef-
ficiency, leaving a �25% unexplained deficit in dimuon
events. A variety of studies failed to uncover the source
of this discrepancy, which is consistently found to be in-
dependent of all checked quantities, including the recoil
mass. The background predictions from simulation and
the signal efficiency are thus corrected with scaling fac-
tors of 0.65 for µ+µ� events and 0.9 for e±µ⌥ events.
The background level before the ⌧ suppression selection is
measured with a 2% statistical uncertainty in both sam-
ples [28], which is used as a systematic uncertainty. This
is a strong constraint for the standard Z 0 signal efficiency
as well, as the topology of background and signal events
(a pair of muons and missing energy) is identical for sig-
nal and background and the discrepancy in the measured
yield is found not to depend on kinematic quantities (see
above). We nevertheless conservatively assign a system-
atic uncertainty of 12.5% on the correction factor to the
signal efficiency for the dimuon sample, half the size of
the observed discrepancy.

To study the ⌧ suppression, we use an e+e� sample

selected using the same analysis criteria, but with both
tracks satisfying the electron criteria in selection 3. The
resulting sample includes e+e��, e+e�e+e� and ⌧+⌧�

events where both leptons decay to electrons. The lat-
ter has the same kinematic features of the most relevant
background source to both searches. Agreement between
data and simulation is found after the ⌧ suppression,
within a 22% statistical uncertainty. This is taken as
a systematic uncertainty on the background; no system-
atic uncertainty due to this effect is considered for the
signal, as the selection has a high efficiency (around 50%,
slightly depending on the Z 0 mass), and the distributions
on which it is based are well reproduced in simulation.

After the corrections for the two-track trigger efficiency
and for the data/simulation discrepancy in µ+µ� events,
signal efficiencies are found to range between 2.6% and
4.9% for Z 0 masses below 7GeV/c2. Signal efficiencies
are interpolated from the generated Z 0 masses to the
center of each recoil mass window. An additional bin-
ning scheme is introduced with a shift of a half bin, to
cover hypothetical signals located at the border of two
contiguous bins, where the signal efficiency is reduced.
Systematic uncertainties are summarized in Table I.

Table I: Relative systematic uncertainties affecting the µ+µ�

and e±µ⌥ analyses.

Source µ+µ� e±µ⌥

Trigger efficiency 6% 1%
Tracking efficiency 4% 4%

PID 4% 4%
Luminosity 0.7% 0.7%

⌧ suppression (background) 22% 22%
Background before ⌧ suppression 2% 2%
Discrepancy in µµ yield (signal) 12.5% -
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Fig. 2: Recoil mass spectrum of the µ+µ� sample. Simulated
samples (histograms) are rescaled for luminosity, trigger effi-
ciency (0.79) and correction factor (0.65, see text). Histogram
bin widths indicate the recoil mass windows.
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The final recoil mass spectrum of the µ+µ� sample is
shown in Fig. 2, together with background simulations.
We look for the presence of possible local excesses by
calculating for each recoil mass window the probability
to obtain a yield greater or equal to that obtained in
data given the predicted background, including statistical
and systematic uncertainties. No anomalies are observed,
with all results below 3� local significance in both the
normal and shifted-binning options [28]. A Bayesian pro-
cedure [29] is used to compute 90% credibility level (CL)
upper limits on the standard Z 0 cross section. We as-
sume flat priors for all positive values of the cross section,
while Poissonian likelihoods are assumed for the number
of observed and simulated events. Gaussian smearing is
used to model the systematic uncertainties. Results are
cross-checked with log-flat priors and with a frequentist
procedure based on the Feldman-Cousins approach [30]
and are found to be compatible in both cases [28]. Cross
section results are translated into 90% CL upper limits
on the coupling constant g0. These are shown in Fig. 3,
where only values g0  1 are displayed.
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Fig. 3: 90% CL upper limits on coupling constant g0. Dark
blue filled areas show the exclusion regions for g0 at 90% CL,
assuming the Lµ � L⌧ predicted BF for Z0 ! invisible; light
blue areas are for BF(Z0 ! invisible) = 1. The solid and
dashed lines are the expected sensitivities in the two hypothe-
ses. The red band shows the region that could explain the
muon anomalous magnetic moment (g � 2)µ ± 2� [1, 5].

The final recoil mass spectrum of the e±µ⌥ sample is
shown in Fig. 4, together with background simulations.
Again, no anomalies are observed above 3� local signifi-
cance [28]. Model-independent 90% CL upper limits on
the LFV Z 0 efficiency times cross section are computed
using the Bayesian procedure described above and cross-
checked with a frequentist Feldman-Cousins procedure
(Fig. 5). Additional plots and numerical results can be
found in the supplemental material [28].

In summary, we have searched for an invisibly decay-
ing Z 0 boson in the process e+e� ! µ+µ�Z 0 and for a
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LFV Z 0 in the process e+e� ! e±µ⌥Z 0, using 276 pb�1

of data collected by Belle II at SuperKEKB in 2018. We
find no significant excess and set for the first time 90%
CL upper limits on the coupling constant g0 in the range
5 ⇥ 10�2 to 1 for the former case and to the efficiency
times cross section around 10 fb for the latter. The
full Belle II data set, with better muon identification,
a deeper knowledge of the detector, and the use of multi-
variate analysis techniques should enable the full (g�2)µ
band to be probed in the future.

We thank the SuperKEKB group for the excellent op-
eration of the accelerator; the KEK cryogenics group for
the efficient operation of the solenoid; and the KEK com-
puter group for on-site computing support. This work
was supported by the following funding sources: Science
Committee of the Republic of Armenia Grant No. 18T-

 First results from Belle II  (Torben Ferber) 24

• Search for vector boson Z’ that couples to 2nd and 3rd generation only 

• No coupling to electrons avoids strong existing Dark Photon bounds 

• Visible decays lead to four muon final state (“Muonic force”) search (BaBar) 

• Invisible decays to Dark Matter or neutrinos 

• Possible explanation for g-2 anomaly 

• First physics paper targeting publication

Search for an invisibly decaying Z′ boson

• Search for vector boson Z’ that couples to 2nd and 3rd 
generation only.  

• ee→µµZ’ or eµZ’ 

• Invisible decays to Dark Matter or neutrinos.  

• Possible explanation for g-2 anomaly.  

• First physics publication.

Phys. Rev. Lett. 124, 141801 (2020)

results below 3σ local significance in both the normal and
shifted-binning options [28]. A Bayesian procedure [29] is
used to compute 90% credibility level (C.L.) upper limits
on the standard Z0 cross section. We assume flat priors for
all positive values of the cross section, while Poissonian
likelihoods are assumed for the number of observed and
simulated events. Gaussian smearing is used to model the
systematic uncertainties. Results are cross-checked with
log-flat priors and with a frequentist procedure based on
the Feldman-Cousins approach [30] and are found to be

compatible in both cases [28]. Cross section results are
translated into 90% C.L. upper limits on the coupling
constant g0. These are shown in Fig. 3, where only values
g0 ≤ 1 are displayed. The observed upper limits for models
with BFðZ0 → invisibleÞ < 1 can be obtained by scaling
the light blue curve as 1=

ffiffiffiffiffiffi
BF

p
.

The final recoil mass spectrum of the e#μ∓ sample is
shown in Fig. 4, together with background simulations.
Again, no anomalies are observed above 3σ local signifi-
cance [28]. Model-independent 90% C.L. upper limits on
the LFV Z0 efficiency times cross section are computed
using the Bayesian procedure described above and cross-
checked with a frequentist Feldman-Cousins procedure
(Fig. 5). Additional plots and numerical results can be
found in the Supplemental Material [28].
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FIG. 2. Recoil mass spectrum of the μþμ− sample. Simulated
samples (histograms) are rescaled for luminosity, trigger (0.79),
and tracking (0.90) efficiencies, and the correction factor (0.75,
see text). Histogram bin widths indicate the recoil mass windows.
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limits on the Z coupling constant at the level of 5×10 -2−1 for M(Z0) ≤ 6 GeV/c2



• Vector portal 

• Axion portal 

• Scalar portal 

Often with low multiplicity signatures, not explored at Belle. But the trigger/data volume is a challenge. 

O(10 nb) acceptance / suppress QED events (100s nb), keeping B & D > 99% efficiency.
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Dark Sector - results to come
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More to come, e.g.  
e+e- → γ X 
e+e- → γ ALP (→γγ) 
e+e- → γ A’ (dark photon) 
Dark Z’, Magn. Monopoles
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BaBar
NA64

E137
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LEP

Pseudo-Dirac Fermion Relic Target

Scalar Relic Target
   Belle II (Phase 3)
Belle II (Phase 2)

   LDMX2@8GeV
LDMX1@4GeV

Fig. 27: Combined projections (LDMX, Belle II) and constraints, encapsulating direct pro-

duction LDM constraints in the context of a kinetically mixed Dark Photon coupled to a

LDM state that scatters elastically (or nearly elastically) at beam–dump, missing energy,

and missing momentum experiments (Dark Photon mass mA0 = 3m� and coupling of the

Dark Photon to Dark Matter g� = 0.5 where applicable) [331–333]. The Belle II projection

for Phase 3 is extrapolated from the limit for Phase 2 (see Sec.2.2.1). Note that the relic den-

sity lines assume a standard cosmological history and that there is only a single component

of dark matter, which only interacts via Dark Photon exchange.

Alternatively, it may be possible to produce such a mediator o↵-shell, such that decays1700

into a pair of DM particles are allowed [291]. This process can for example be searched for in1701

radiative ⌥ decays, taking into account that the photon energy is now continuous rather than1702

having a bump: ⌥ (1S) ! � +M⇤
! � + inv. For a vector mediator one can instead study1703

the case that the ⌥ (1S) decays fully invisibly, such that the event is only visible due to the1704

pions from the decay of the heavier ⌥ resonance: ⌥ (3S) ! ⌥ (1S) + ⇡⇡ ! ⇡⇡ + inv [325].1705

These searches for non-resonant invisible decays may also allow to constrain mediators with1706

a mass above the centre-of-mass energy of the collider, provided the DM mass is small1707

enough [326, 327]. For CP-even scalar mediators, an analogous search can be performed1708

in the decays of scalar bottomium �b [328]. These searches can be used to constrain the1709

interactions of DM via heavy mediators in a model-independent e↵ective operator approach.1710

To conclude this discussion, we note that it is also conceivable that there is more than1711

one new mediator. For example, the mass for a vector mediator V could arise from a dark1712

Higgs bosonH 0 = (h0 + v0)/
p
v0 giving interactions such as (m2

V /v
0)h0V 2

µ and (mV /v0)2h02V 2
µ ,1713

while H 0 couples to the SM via the Higgs portal. In such a scenario the dark Higgs may be1714

produced via dark Higgsstrahlung from the vector mediator [312], which can lead to striking1715

signatures such as e+e� ! 3`+3`� [329, 330].1716

60/87

Potential competition with BaBar: publish Phase 2 results as soon as possible

Data validation with radiative Bhabhas: 
almost identical kinematics

ALPs: data validation and expectations

Phase2 & early Phase 3

Good agreement in shapes and number of events

9

Assumes no veto of JJ
events in barrel at

trigger level

MC11
Introduction.
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Dark Photon Axion

Can also access through 
heavy flavour transitions.

Introduction.
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Searching for Dark Matter and Forces @ Belle/Belle IISearching for Dark Matter and Forces @ Belle/Belle II

Search for events with missing 
energy, particle disappearance, 
dark forces, single/multi-photon 
final state events, etc.

● Vector portal

● Axion portal 

● Scalar portal

● Neutrino portal

● More ...

ϵFY
μ ν
F 'μν (dark photon A ') ,∑

l

θ g ' l̄ γμ
Z 'μ l (dark Z ')

Gagg

4
aGμ ν

~
G

μ ν+
Ga γγ

4
a Fμν

~
F

μν (axion ,alps)

λ H 2S2+μ H 2S (dark Higgs )

k (HL)N (sterile neutrinos )

“Hidden sector” models

 Les Rencontres de Physique de la Vallée d'Aoste La Thuile 10-16/02/2019  Gianluca Inguglia

6

Belle	II	Detector
Drift	chamber	(!,	PID)
• Longer	lever	arm	than	Belle
• Smaller	cell	size	than	Belle

EM	calorimeter	("#, "%)
• CsI(Tl)	+	wave-form	sampler

&'

Vertex	detectors
• Inner	2	layers:	Pixel	detectors
• Outre 4	layers:	Strip	detectors

7.7m(W)
7.2m(D)
7.9m(H)

Fast	and	broadband	DAQ
• Maximum	operable	L1	rate:	30	kHz
• Typical	data	size:	1	MB/ev

()*+ detector
• Outer	barrel:	RPC	(streamer)
• Endcap,	inner	barrel:	Sci.	+	WL	shifter

Trigger	system
• Tracking	+	PID	+	"#, "% +	muon
• L1	trigger	latency:	5 µs

&/

PID	detectors	(0/2 separation)
• Barrel:	Time-Of-Propagation	counters
• Endcap:	Aerogel	RICH
• Wrong	PID	…	half	of	Belle

4
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Time dependent CP Violation / Overview
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Table 25: Sensitivity estimation on S and A parameters at di↵erent values of integrated

luminosity.

Int. Lum. ab�1 Stat(S) Stat(A)

2 0.15 0.10

10 0.07 0.05

50 0.031 0.021

Table 26: Extrapolated sensitivity for the K
0
S
⇡
0 mode. The �t resolution is taken from the

K
0
S
⇡
0
� study and we assume for this mode a reconstruction e�ciency of 30%.

Channel Yield �(S) �(A)

1 ab
�1

K
0
S
(⇡±)⇡0 1140 0.20 0.13

5 ab
�1

K
0
S
(⇡±)⇡0 5699 0.09 0.06

Table 27: Expected uncertainties on the S and A parameters for the channels sensitive to

sin 2�1 discussed in this chapter for an integrated luminosity of 5 and 50 ab�1. The present

(2017) World Average [1] errors are also reported.

WA (2017) 5 ab�1 50 ab�1

Channel �(S) �(A) �(S) �(A) �(S) �(A)

J/ K
0 0.022 0.021 0.012 0.011 0.0052 0.0090

�K
0 0.12 0.14 0.048 0.035 0.020 0.011

⌘
0
K

0 0.06 0.04 0.032 0.020 0.015 0.008

!K
0
S

0.21 0.14 0.08 0.06 0.024 0.020

K
0
S
⇡
0
� 0.20 0.12 0.10 0.07 0.031 0.021

K
0
S
⇡
0 0.17 0.10 0.09 0.06 0.028 0.018

Sensitivity studies. An estimate of the sensitivity of Belle II on the CP violation parameters1372

S and A is obtained using a study based on pseudo-experiments, in which the expected1373

�t resolution is used. The results, reported in Table 25, are very promising, especially1374

considering that significant improvements are expected in the reconstruction software. On1375

the other hand, the impact of physics and beam backgrounds still needs to be estimated.1376

Extrapolation of the K
0
S
⇡
0
sensitivity. We estimate the sensitivity to the SK

0
S⇡

0 and1377

AK
0
S⇡

0 parameters of the K
0
S
⇡
0 mode analogously to what we have done in section 1.3.2.1378

The vertex reconstruction position resolution is taken from the study of K0
S
⇡
0
� presented1379

above, and we assume a reconstruction e�ciency of 30%, based on the performance of BaBar1380

and Belle. The results are presented in Table 26.1381

54/58

CP violation in B0 æ J/Â K 0

S and B0

s æ J/Â „

K. De Bruyn, R. Fleischer [JHEP 03 (2015) 145]

tree

b̄
d

c
c̄

s̄
d

penguin

b̄
d

c
c̄

s̄
d

New physics could contribute to direct and mixing-induced CP violation in angles „d © 2—
and „s ( F. Dordei’s talk this morning)

"Golden modes" B0 æ J/Â K 0

S and B0

s æ J/Â „ measure e�ective angles:

„obs

d/s = „tree

d/s + �„peng

d/s + „NP

d/s

„obs

d/s and „tree

d/s known precisely ∆ Need good knowledge of

contribution from penguin amplitude �„peng

d/s to probe for „NP

d/s

current exp. precision

‡(„obs

d ) ¥ 1.6¶

‡(�„peng

d ) ¥ 0.8¶

Jascha Grabowski Direct CP violation in B decays at LHCb 2

Tree  
(SM precision)

Gluonic 
Penguin  
(NP sensitive)

Constrains 
penguin 
pollution

• Φ1 & New physics TDCPV in b → qqs transitions (q = u,d,s) are major targets 

• Δt resolution ~0.77 ps  (30% to a factor 2 better than Belle);  

• PXD + nano-beam spot in Belle II, +30% KS acceptance 

• Effective flavour tagging efficiency ~36% (MC estimate, 30% at Belle)

Vladimir Chekelian   TDCPV  18.03.2019 7

Measurement of CP violating parameters

MPI concept of the TD fit

- due to boost of Y(4S) one can measure distance between decays of Bsig and Btag and calculate dt=B0sig-B0tag
- CP violation and mixing parameters and tau of B0 are determined in the fit of dt distribution: 

℘"#$ ∆&' =
)*+ − ∆&'

-
4- [1 + 2 3 45" ∆6 ∆&' + 7 "#8 ∆6 ∆&' ]

From PhD F.Abudinen

PTEP 2019 
(2019) 12, 123C01

Expect Belle II 
to dominate 

all these 
channels 

within 2 years

SM

NP 

Mode accessible in 2020
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• Good understanding of basic 
tools and performance for 
TDCPV. 

• B-decay vertices 
reconstructed using VXD hit 
information.  

• ~1 ps Δt resolution achieved 
- dominated by tag-side. 

• τB0 = 1.48±0.28±0.06 ps 
compatible with world 
average 1.519 ± 0.004 ps
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FIG. 5: Fit to �t distribution for all B0 ! D(⇤)h selected decay candidates in the 2019
Belle II data set (logarithmic scale on top and linear scale on bottom). The yellow, dark
blue, and red lines present the fit contributions corresponding to continuum, bb and signal
components, respectively. The sum of all fit components is presented in light blue. See
Sections III and V for explanations on the selection and fit procedures, respectively.
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FIG. 4: Fit to the z-vertex residual for (left) the signal B and (right) the tag B, as
obtained from the simulated signal sample. The distributions refer to the true simulated

B0 ! D(⇤)h decays reconstructed and selected as described in Section III.

VII. CONCLUSION

A first measurement of the B0 lifetime was performed with the 2019 Belle II data set,
which amounts to an integrated luminosity of 8.7 ± 0.2 fb�1. The estimated lifetime is
⌧B0 = 1.48± 0.28± 0.06 ps, where the first uncertainty is statistical and the second is sys-
tematic. This value is compatible with the world average of 1.519± 0.004 ps [11].
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refer to all B0 ! D(⇤)h decay candidates selected as described in Section III.
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FIG. 2: Fit to the �t distribution of the sideband events in (left) simulation and (right)
data. The shape extracted from these fits, with parameters listed in Tables II and III, is
used to describe the �t distribution of the continuum component. The distributions refer

to all B0 ! D(⇤)h decay candidates selected as described in Section III.

also ⌧e↵ free, resulting in a further systematic uncertainty of 0.01 ps due to the di↵erence
with respect to the nominal fit of the B0 lifetime.

In a second step, the complete analysis is reproduced on a subset of the real data, which
was processed with two di↵erent calibration and alignment constants to mimic the e↵ect
of the residual misalignment and miscalibration. A systematic uncertainty of 0.03 ps is
extracted from the di↵erence between the lifetime values obtained.

The overall systematic uncertainty is obtained as the quadratic sum of these contributions
and amount to 0.06 ps or 4% relative uncertainty.
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Decay Selection Criteria

B0
decays

B0 ! D�⇡+

Mbc > 5.2 GeV/c2 and �0.2 < �E < 0.2 GeV
B0 ! D�⇢+

B0 ! D⇤�⇡+

B0 ! D⇤�⇢+

D decays

D⇤+ ! D0⇡�
0.143 < mD⇤+ �mD0 < 0.147 GeV/c2

D� ! K+⇡�⇡� |m�mPDG| < 0.015 GeV/c2

D0 ! K�⇡+

|m�mPDG| < 0.015 GeV/c2D0 ! K�⇡+⇡0

D0 ! K�⇡+⇡+⇡�

⇢ decay

⇢+ ! ⇡+⇡0 |m�mPDG| < 0.10 GeV/c2

TABLE I: List of hadronic final states used to reconstruct B-meson decays.

position from the interaction point is less than 3.0 cm. A selection based on particle
identification likelihoods is used to identify ⇡± and K±.

• Charged pions coming from the ⇢± or directly from the B0 meson have an additional
requirement: the momentum in the ⌥ (4S) center-of-mass frame of the mother particle
must be larger than 0.20 GeV/c.

• ⇡0 candidates are formed from pairs of photons, with each photon having an energy
greater than 30 MeV, 80 MeV, or 120 MeV if reconstructed in the barrel region,
backward end-cap region, or forward end-cap region, respectively. The angle di↵erence
between the momenta of the two photons is required to be less than 0.90 radians and
less than 1 radian for the angle in the r � � plane. The ⇡0 mass is required to be
between 121 and 142 MeV/c2; subsequently, a mass constrained fit is then performed
and only candidates surviving the fit pass through the selection.

Suppression of continuum background (e+e� ! uu, dd, ss, cc) is achieved by requiring
the following:

• Reduced Fox-Wolfram moment R2 < 0.3 [8],

• Cosine of angle between the thrust axis [8] of the signal B0 and the thrust axis of rest
of event cos ✓thrust < 0.8.

The fitted region, signal region, and sideband region are defined as follows:

• Fit region Mbc 2 [5.20, 5.29] GeV/c2 and �E 2 [�0.20, 0.15] GeV

• Signal region: Mbc 2 [5.27, 5.29] GeV/c2 and �E 2 [�0.07, 0.05] GeV

• Sideband region: Mbc 2 [5.20, 5.26] GeV/c2 and�E 2 [�0.20,�0.10][[0.10, 1.50] GeV
and R2 > 0.4 and cos ✓thrust < 0.8

9

The fraction of events with multiple candidates in the signal region used for the final fit
to extract B0 lifetime is 5%. No best candidate selection is required and all candidates are
kept.

The fit to the signal and tag side vertices is performed as follows. The signal side vertex
is reconstructed from the hadronic decays listed in Table I using a kinematic fit of the whole
signal decay chain [9]. The tag side vertex position is determined from the tracks not used
to reconstruct the signal side with an adaptive vertex fitter that accounts for the bias due
to secondary decays [10].

IV. TIME DIFFERENCE BETWEEN THE TWO B MESONS

The proper time di↵erence �t = tsgn � ttag between the two B meson candidates (signal
and tag) is approximated from the distance �zboost between the two reconstructed vertices
along the collision boost direction ~� as follows;

�t =
�zboost
�� c

. (1)

For each event, the uncertainty ��t on the calculated �t is computed. Candidates are
required to pass two additional cuts:

• |�t| < 8 ps,

• ��t < 3.5 ps.

V. FIT STRATEGY

In order to estimate the B0 lifetime from the selected candidates, an unbinned maximum
likelihood fit is performed on the overall �t distribution. The �t function used in the fit is
the sum of three components,

Pall(�t) = nsgn Psgn(�t, ⌧B0) + nbb Pbb(�t, ⌧e↵) + ncont Pcont(�t), (2)

where nsgn, nbb, and ncont are the yields, respectively, of signal events (B0 decaying in one of
the hadronic decays listed in Table I and correctly reconstruced), bb events (B0B0 or B+B�

wrongly reconstructed as signal decays) and continuum events (uū, cc̄, dd̄, ss̄ wrongly recon-
structed as signal decays). Psgn, Pbb, Pcont are consequently the signal, bb, and continuum
probability density functions, respectively, used in the unbinned likelihood fit.

An important ingredient of the fit to extract the B0 lifetime ⌧B0 is the resolution function
R that describes the smearing impacting the �t measurement due to various experimental
e↵ects. In this analysis R is modeled by the sum of three Gaussian distributions:

R(��t) = f1 G(��t;µ1, �1) + f2 G(��t;µ1 +�µ, s2 ⇥ �1)

+(1� f1 � f2) G(��t;µ1, s2 ⇥ s3 ⇥ �1),
(3)

where G(x;µ, �) denotes a Gaussian distribution with mean µ and width � and ��t is
the di↵erence between the reconstructed and the generated �t.
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FIG. 4: Fit to the z-vertex residual for (left) the signal B and (right) the tag B, as
obtained from the simulated signal sample. The distributions refer to the true simulated

B0 ! D(⇤)h decays reconstructed and selected as described in Section III.

VII. CONCLUSION

A first measurement of the B0 lifetime was performed with the 2019 Belle II data set,
which amounts to an integrated luminosity of 8.7 ± 0.2 fb�1. The estimated lifetime is
⌧B0 = 1.48± 0.28± 0.06 ps, where the first uncertainty is statistical and the second is sys-
tematic. This value is compatible with the world average of 1.519± 0.004 ps [11].
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• Fraction NOF/(NOF+NSF) calculated for each Δt bin and 

compared with MC-expected value POF(Δt)⨂R(Δt) 

•  POF(Δt)=[1-cos(Δmt)] 

• Flavour specific final states: l+l-, l±l± 
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FIG. 2: M2
⌫ distributions for events in the lepton tagged unmixed (left plot) and mixed (right)

samples in the proc9 dataset. The points with error bars represent the data, the dark green
histogram is the continuum component, the red histogram is the BB combinatorial background.
The following peaking components are also shown: B± ! D⇤⇤`⌫ events (light green), events in
which the candidate tag-side lepton originate from the decay of the signal side D0 (dark blue), and
events in which the candidate tag-side lepton comes from the b ! c ! ` decay chain.

3

15− 10− 5− 0 5

]4/c2 [GeV2
νM

0

500

1000

)4
/c2

ev
en

ts
 / 

(G
eV

Belle II 2019, preliminary

-1 L dt = 2.66 fb∫
data

tag l→ c →b 

sig
0 from Dtagl
ν D** l → +B

combinatorial
continuum

15− 10− 5− 0 5

]4/c2 [GeV2
νM

0

100

200)4
/c2

ev
en

ts
 / 

(G
eV

Belle II 2019, preliminary

-1 L dt = 2.66 fb∫
data

tag l→ c →b 

sig
0 from Dtagl
ν D** l → +B

combinatorial
continuum

FIG. 2: M2
⌫ distributions for events in the lepton tagged unmixed (left plot) and mixed (right)

samples in the proc9 dataset. The points with error bars represent the data, the dark green
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events in which the candidate tag-side lepton comes from the b ! c ! ` decay chain.
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FIG. 4: |�t| dependent fraction of unmixed events for the on-resonance data M2
⌫ > �3 GeV2 signal

enriched region. Good agreement is seen between the data and the expectations, proving that the
physics capabilities of the Belle II detector are su�cient to observe the expected pattern of B0B0

oscillations.
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FIG. 1. �E (left top), Mbc (right bottom) and 2-dimensional plot of reconstructed B0 !
J/ K0

S , J/ ! `+`� candidates from the data samples taken in 2019. Fit results are shown
with solid lines in 1-dimensional plots. Signal-enhanced selections Mbc > 5.27 GeV/c2 and |�E| <
40 MeV are applied except for the variables displayed. Shaded regions are excluded from the fit.

TABLE I. B0 ! J/ K0
S yields extracted from 2-dimensional fit to the Mbc and �E distributions

from the data samples taken in 2019 together with the expectation from signal reconstruction
e�ciencies. Errors of the expected signal includes statistical uncertainty of the MC samples and
systematics of the analysis.

Mode Signal Background Expected signal

B0 ! J/ K0
S , J/ ! e+e� 38.4± 6.3 1.9± 0.5 38.5± 3.1

B0 ! J/ K0
S , J/ ! µ+µ� 74.8± 8.5 0.5± 0.2 64.6± 4.5

B0 ! J/ K0
S , J/ ! `+`� 113.9± 11.1 1.3± 0.3 103.1± 5.5

1. PUBLIC PLOTS AND YIELDS

We reconstruct the decay B0 ! J/ K0
S which is a “golden mode” of the sin 2�1 measure-

ment, and its reference decay B+ ! J/ K+
using 8.7 fb

�1
of the data taken in the 2019

runs of the Belle II. We perform the fit to the reconstructed kinematic variables and obtain

yields of the signal and background as shown in Tables I and II. These numbers are used as

the signal-background fractions as one of the input parameters for the sin 2�1 measurement.
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FIG. 1. �E (left top), Mbc (right bottom) and 2-dimensional plot of reconstructed B0 !
J/ K0

S , J/ ! `+`� candidates from the data samples taken in 2019. Fit results are shown
with solid lines in 1-dimensional plots. Signal-enhanced selections Mbc > 5.27 GeV/c2 and |�E| <
40 MeV are applied except for the variables displayed. Shaded regions are excluded from the fit.

TABLE I. B0 ! J/ K0
S yields extracted from 2-dimensional fit to the Mbc and �E distributions

from the data samples taken in 2019 together with the expectation from signal reconstruction
e�ciencies. Errors of the expected signal includes statistical uncertainty of the MC samples and
systematics of the analysis.

Mode Signal Background Expected signal

B0 ! J/ K0
S , J/ ! e+e� 38.4± 6.3 1.9± 0.5 38.5± 3.1

B0 ! J/ K0
S , J/ ! µ+µ� 74.8± 8.5 0.5± 0.2 64.6± 4.5

B0 ! J/ K0
S , J/ ! `+`� 113.9± 11.1 1.3± 0.3 103.1± 5.5

1. PUBLIC PLOTS AND YIELDS

We reconstruct the decay B0 ! J/ K0
S which is a “golden mode” of the sin 2�1 measure-

ment, and its reference decay B+ ! J/ K+
using 8.7 fb

�1
of the data taken in the 2019

runs of the Belle II. We perform the fit to the reconstructed kinematic variables and obtain

yields of the signal and background as shown in Tables I and II. These numbers are used as

the signal-background fractions as one of the input parameters for the sin 2�1 measurement.

2

• sin2Φ1 from B → cc K0 ~ a few x 1000 recorded by Belle II to date. 

• With the full dataset “systematic" uncertainties will be larger, but data driven. 
Balance stat-power with good vertex fitted events.  

• Searches for NP in B→ η’KS etc. are stat limited through to 50 ab-1. 

• For theory: often neglected the contributions from suppressed amplitudes 
carrying a different phase - need to work together on modes like B→J/psi π0.
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Fig. 1: Time-dependent CP asymmetries for the final states J/ K
0
S
(red dots) and ⌘

0
K

0
S

(blue triangles), using SJ/ K
0
S
= 0.70 and S⌘0K0

S
= 0.55 as inputs to the Monte Carlo.

With the full integrated luminosity of 50 ab�1 the two values would be unambiguously

distinguishable, signifying the existence of New Physics.

b ! cc̄s transitions, CKM unitarity permits the decay amplitudes to be written as 1
74

Af = �
s

c Tf + �
s

u Pf , �
q

i
⌘ V

⇤
ib
Viq . (7)

While Pf and Tf correspond at leading order to penguin and tree b ! cc̄s contributions,75

respectively (see also Fig. 2), for the sub-percent precision measurements of Sf anticipated76

by Belle II subleading corrections become important, and such a diagrammatic interpretation77

of these contributions is no longer possible.78

Since �su is doubly CKM-suppressed compared to �
s
c one has Āf/Af ' ⌘f�

s
c

⇤
/�

s
c, and79

therefore80

Sf ' �⌘f sin(�d) + O
�
�
s

u/�
s

c

�
, (8)

while the direct CP asymmetry Af ' 0. The time-dependent CP asymmetry in b ! ccs81

decays thus allows a theoretically clean extraction of �1, up to doubly CKM-suppressed82

corrections. The control of the latter constitutes the main challenge with available and83

future precision data.84

Despite this challenge, as we will show below, the determination of the B mixing phase85

�1 via b ! cc̄s transitions remains an excellent way to search for NP that gives additional86

contributions to meson mixing. The SM uncertainties need to be brought under control at87

the present level of experimental precision, and even more so with the precision aimed at88

with Belle II.89

1 Reparametrisation invariance permits the decay amplitude to always be expressed in terms of
�
s
u,c and matrix elements, Au,c, i.e. as Af = �

s
c Au + �

s
u Ac, even in the presence of an additional

NP contribution with an arbitrary weak phase [3–5]. However, in this case the interpretation of Au,c
as matrix elements of SM currents does not hold anymore, and symmetry relations are potentially
a↵ected.
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Finally, Table 29 summarizes the current and expected experimental and theoretical uncer-1414

tainties on the CKM angles �1 and �2. We should stress once more that, as explained above,1415

the theoretical uncertainties based on data-driven techniques cannot be precisely estimated1416

at this stage.1417

Table 29: Summary of the current and expected sensitivities on the CKM angles �1 and

�2. As explained in the text, theoretical uncertainties based on data-driven techniques (e.g.

those releted to EWP amplitudes in the determination of �2) can be given only with a large

degree of uncertainty.

Current 50 ab�1

projection

�1:

Experimental: 0.7� 0.2�

Theoretical - QCDF & pQCD 0.1� 0.1�

Theoretical - SU(3) 1.7� 0.8�

�2:

Experimental: 4.2� 0.6�

Theoretical: 1.2� < 1.0�
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B→J/ψKS 

B→J/ψK± 
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B reconstruction towards Φ2 & Direct CPV
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FIG. 5. Distributions of �E for B+ ! K+K�K+ candidates reconstructed in (left) simulated data and (right) 2019 Belle
II data, selected through the baseline criteria plus an optimized continuum-suppression and kaon-enriching selection, further
restricted to Mbc > 5.27GeV/c2. The projection of an unbinned maximum likelihood fit is overlaid.
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FIG. 6. Distributions of �E for B+ ! K+⇡�⇡+ candidates reconstructed in (left) simulated data and (right) 2019 Belle
II data, selected through the baseline criteria plus an optimized continuum-suppression and kaon-enriching selection, further
restricted to Mbc > 5.27GeV/c2. Vetoes for peaking backgrounds are applied. Misreconstructed K+K�⇡+ and ⇡+⇡�⇡+

components are included with shape equal to the K+⇡�⇡+ shape and distances from the K+⇡�⇡+ peak fixed to the known
values. The global position of the three peaks is determined by the fit. The projection of an unbinned maximum likelihood fit
is overlaid.

Yield Yield/fb�1

Decay MC Data MC Data

B0 ! K+⇡� 371± 24 79± 11 7.4± 0.5 9.1± 1.3
B0 ! ⇡+⇡� 78± 11 16± 5 1.6± 0.2 1.8± 0.6
B+ ! K 0

S⇡
+ 83± 10 18± 5 1.7± 0.2 2.1± 0.6

B+ ! K+⇡0 191± 20 27± 8 3.8± 0.4 3.1± 0.9
B+ ! K+K+K� 559± 28 92± 12 11.2± 0.6 10.6± 1.4
B+ ! K+⇡+⇡� 1008± 44 160± 19 20.2± 0.9 18.4± 2.2

TABLE I. Summary of charmless yields, and yields per integrated luminosity, in 2019 Belle II data. The size of the simulated
(experimental) sample corresponds to an integrated luminosity of 50 (8.7) fb�1. Only the statistical contributions to the
uncertainties are reported.

12

0.15− 0.1− 0.05− 0 0.05 0.1 0.15
 [GeV]EΔ

0

10

20

30

40

50

C
an

di
da

te
s 

pe
r 0

.0
2 

G
eV Belle II

 MC (preliminary)
-1 L dt = 50 fb∫

MC
Total fit

 + c.c.-π+π →0B
 + c.c.-π+K →0B

Background

0.15− 0.1− 0.05− 0 0.05 0.1 0.15
 [GeV]EΔ

0

2

4

6

8

10

12

14

16

C
an

di
da

te
s 

pe
r 0

.0
2 

G
eV Belle II

2019 (preliminary)
-1 L dt = 8.7 fb∫

Data
Total fit

 + c.c.-π+π →0B
 + c.c.-π+K →0B

Background

FIG. 2. Distributions of �E for B0 ! ⇡+⇡� candidates reconstructed in (left) simulated data and (right) 2019 Belle II
data, selected through the baseline criteria plus an optimized continuum-suppression and pion-enriching selection, and further
restricted to Mbc > 5.27GeV/c2. A misreconstructed K+⇡� component is included with shape equal to the ⇡+⇡� shape and
distance from the ⇡+⇡� peak fixed to the known value. The global position of the two peaks is determined by the fit. The
projection of an unbinned maximum likelihood fit is overlaid.
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FIG. 3. Distributions of �E for B+ ! K 0
S⇡

+ candidates reconstructed in (left) simulated data and (right) 2019 Belle II data,
selected through the baseline criteria plus an optimized continuum-suppression, and further restricted to Mbc > 5.27GeV/c2.
The projection of an unbinned maximum likelihood fit is overlaid.
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FIG. 4. Distributions of �E for B+ ! K+⇡0 candidates reconstructed in (left) simulated data and (right) 2019 Belle II
data, selected through the baseline criteria plus an optimized continuum-suppression, kaon- and ⇡0-enriching selection, further
restricted to Mbc > 5.27GeV/c2. The projection of an unbinned maximum likelihood fit is overlaid.
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Talk by F. Abudinen

ditional insights on the pattern of direct CPAs911

in penguin-dominated �S = 1 transitions.912

The theoretical predictions shown in Table 1.1913

can be further improved in the future. On the914

one hand, this requires to complete the NNLO915

calculation of the leading-power penguin ampli-916

tude ap4. In view of its phenomenological rele-917

vance, one should also consider to compute the918

scalar penguin amplitude ap6 to the same preci-919

sion. In addition, one should attempt to improve920

the modelling of the weak-annihilation ampli-921

tudes, e.g. through a data-driven approach (see922

next section).923

While this short review focussed on the ⇡K̄924

channels and their relatives, many more direct925

CPAs can be measured in charmless two-body926

decays. In general, one expects that the same927

theoretical methods hold for the leading am-928

plitudes in the heavy-quark limit (it applies929

e.g. only to the longitudinal amplitude in B !930

V V decays). Direct CPAs of other channels in-931

volving pseudoscalar and vector mesons [?, ?, ?],932

scalar mesons [?], axial-vector mesons [?, ?] and933

tensor mesons [?] have been determined to LO934

at present.935

1.1.3 Experimental status of B ! K⇡936

decays937

Charmless 2-body B meson decays are a good938

example of rare SM processes in which the possi-939

ble contribution of NP could be observed in the940

future. The decays B ! K⇡ proceed through941

a tree diagram but are suppressed by the small942

CKM matrix element |Vub|. Thus, the contribu-943

tion of the loop penguin diagram is of similar944

magnitude. The interference of the two leads945

to a direct CP asymmetry. Neglecting addi-946

tional diagrams contributing to B+ decays only,947

the asymmetries AK+⇡0

CP in B±
! K±⇡0 decays948

and AK+⇡�
CP in B0(B̄0) ! K±⇡⌥ decays are ex- 949

pected to be the same. However, a precise CP 950

measurement by Belle showed a significant di↵er- 951

ence between the two, �A = AK+⇡0

CP �AK+⇡�
CP = 952

0.164 ± 0.035 ± 0.013 [?]. The di↵erence could 953

be due to the neglected diagrams contributing to 954

charged B meson decays, for which the theoret- 955

ical uncertainty is large, and to some unknown 956

NP e↵ect that violates isospin. To resolve this 957

issue, a sum rule has been proposed demanding 958

precision measurements of all isospin states. 959

IK⇡·B(B0
! K+⇡�) =

AK+⇡�
CP · B(B0

! K+⇡�)+

AK0⇡�
CP · B(B+

! K0⇡�)
⌧B0

⌧B+
�

2AK0⇡0

CP · B(B0
! K0⇡0)+

2AK+⇡0

CP · B(B+
! K+⇡0)

⌧B0

⌧B+

(1.32)

Belle has found the value of the identity parame- 960

ter, IK⇡, to be �0.270±0.132±0.060, consistent 961

with the theoretical expectation of 0. 962

The most demanding of these measurements 963

is to the all-neutral final state K0⇡0. It requires 964

vertex reconstruction of the charged pions from 965

the neutral kaon decays and depends crucially on 966

a vertex detector with a large radial acceptance. 967

Belle measures AK0⇡0

CP = +0.14 ± 0.13 ± 0.06 968

with a data sample of approximately 600 fb�1
969

[?]. The main systematic uncertainty contribu- 970

tions are mostly multiplicative and ordered from 971

largest to smallest as follows: tag side interfer- 972

ence (±0.054), vertex reconstruction (±0.022), 973

background fraction (±0.022), and potential fit 974

biases (±0.020). These are expected to improve 975

with the larger data set, particularly since sim- 976

ilar systematic uncertainties in the analyses of 977

the other K⇡ modes, which all have more signal 978

18
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B reconstruction towards Φ3

21

• Demonstration of Belle II high momentum PID on a decay mode to be used for future determinations of 
the UT angle ϕ3. Improved ΔE resolution in Belle II - better DK/Dπ separation than Belle. 

• Ultimate reach of ~1.5o precision on Φ3 predominantly from GGSZ D→ KS0π+π−.  
• Requires us to use neutral modes with significant BRs: 

CP even (π0π0, KL0π0, KS0π0π0…), CP odd (KS0KS0KL0, ηπ0π0, …), Self-conjugate (KLππ ,KLKK…).

No K/π Particle ID With Particle ID
Study of charmed H decay

22

q ΔM distributions	for	$± → %ℎ± decays	
with	% → 1#/",1#/"/;,1#/"/#/"

q Demonstrate	importance	of	PID	at	high	
momentum	towards	improving	the	S/B	
ratio

q This	kind	of	decay	channels	will	be	
essential	to	measure	the	CKM	angle	
bf ≡ =

☞ Major	Indian	contribution

Study of charmed H decay

22

q ΔM distributions	for	$± → %ℎ± decays	
with	% → 1#/",1#/"/;,1#/"/#/"

q Demonstrate	importance	of	PID	at	high	
momentum	towards	improving	the	S/B	
ratio

q This	kind	of	decay	channels	will	be	
essential	to	measure	the	CKM	angle	
bf ≡ =

☞ Major	Indian	contribution

D0→Kπ, 
Kππ0, K3π

Talk by M. Merola
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Physics Motivation

R =
B(b ! q ⌧ ⌫̄⌧ )

B(b ! q ` ⌫̄`)
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Semileptonic and Missing Energy Decay WG

⇾ e.g. B → Xq ! ν, B → ! ν (ɣ), B → ν ν, B → h ν ν, B → " ", B → " !

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb

W
�

�

⌫̄

b

q

Vqb

W
�

�

⌫̄

b

q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2
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The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ

The R(D(⇤)) anomaly

Vqb

H
�

�

⌫̄

b

q

�

⌧

⌧

R(X ) = B(B!X ⌧ ⌫̄⌧ )
B(B!X ` ⌫̄`)`=e,µ
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B → D(*) τ– ν analysis / Converted Belle→Belle II Data
• Semileptonic tag / FEI BDT, B→D τ ν and B→D* τ ν Simultaneously 

• Employed Belle II analysis framework. Stat. limited!

22

Phys.Rev.Lett. 124 (2020) 
16, 161803

8

tag, are shown in Figure 6. The latter results are com-553

bined with this measurement to provide the preliminary554

Belle combination, also shown in the plot, with contours555

up to 3�.556

TABLE II. Fit results for the yields of all components.

Channel Component Yield
D+`� B ! D⌧⌫ 307± 65

B ! D`⌫ 6800± 179
B0 ! D⇤`⌫ 6370± 225
B0 ! D⇤⌧⌫ 269± 24
B ! D⇤⇤`⌫ 413± 110
Fake D 3072± 129 (Fixed)
Other 506± 23 (Fixed)

D0`� B ! D⌧⌫ 1471± 193
B ! D`⌫ 16096± 436
B+ ! D⇤`⌫ 45042± 563
B0 ! D⇤`⌫ 2302± 531
B+ ! D⇤⌧⌫ 1704± 177
B0 ! D⇤⌧⌫ 123± 11
B ! D⇤⇤`⌫ 3595± 252
Fake D 8708± 418 (Fixed)
Other 2131± 83 (Fixed)

D⇤+`� B ! D⇤⌧⌫ 376± 36
B ! D⇤`⌫ 9794± 109
B ! D⇤⇤`⌫ 314± 65
Fake D⇤ 754± 39 (Fixed)
Other 287± 13 (Fixed)

D⇤0`� B ! D⇤⌧⌫ 275± 29
B ! D⇤`⌫ 7148± 100
B ! D⇤⇤`⌫ 406± 64
Fake D⇤ 1993± 122 (Fixed)
Other 187± 7 (Fixed)

557

558559

VII. CONCLUSION560

In summary, we have measured the ratios R(D(⇤)) =
B(B̄ ! D(⇤)⌧�⌫̄⌧ )/B(B̄ ! D(⇤)`�⌫̄`), where ` denotes
an electron or a muon, based on a semileptonic tagging
method using a data sample containing 772 ⇥ 106BB̄
events collected with the Belle detector. The results are

R(D) = 0.307± 0.037± 0.016 (6)

R(D⇤) = 0.283± 0.018± 0.014, (7)

which are in agreement with the SM predictions within561

0.2� and 1.1�, respectively. The combined result agrees562

with SM prediction within 1.3�. This work constitutes563

the most precise measurement of R(D) and R(D⇤) per-564

formed to date. Furthermore, this is the first result of565

R(D) based on a semileptonic tagging method.566
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Physics Motivation

R =
B(b ! q ⌧ ⌫̄⌧ )

B(b ! q ` ⌫̄`)
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Semileptonic and Missing Energy Decay WG

⇾ e.g. B → Xq ! ν, B → ! ν (ɣ), B → ν ν, B → h ν ν, B → " ", B → " !

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2
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Belle II Phillip URQUIJO

B → D(*) τ– ν analysis / Converted Belle→Belle II Data
• Semileptonic tag / FEI BDT, B→D τ ν and B→D* τ ν Simultaneously 

• Employed Belle II analysis framework. Stat. limited!
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tag, are shown in Figure 6. The latter results are com-553

bined with this measurement to provide the preliminary554

Belle combination, also shown in the plot, with contours555

up to 3�.556

TABLE II. Fit results for the yields of all components.

Channel Component Yield
D+`� B ! D⌧⌫ 307± 65

B ! D`⌫ 6800± 179
B0 ! D⇤`⌫ 6370± 225
B0 ! D⇤⌧⌫ 269± 24
B ! D⇤⇤`⌫ 413± 110
Fake D 3072± 129 (Fixed)
Other 506± 23 (Fixed)

D0`� B ! D⌧⌫ 1471± 193
B ! D`⌫ 16096± 436
B+ ! D⇤`⌫ 45042± 563
B0 ! D⇤`⌫ 2302± 531
B+ ! D⇤⌧⌫ 1704± 177
B0 ! D⇤⌧⌫ 123± 11
B ! D⇤⇤`⌫ 3595± 252
Fake D 8708± 418 (Fixed)
Other 2131± 83 (Fixed)

D⇤+`� B ! D⇤⌧⌫ 376± 36
B ! D⇤`⌫ 9794± 109
B ! D⇤⇤`⌫ 314± 65
Fake D⇤ 754± 39 (Fixed)
Other 287± 13 (Fixed)

D⇤0`� B ! D⇤⌧⌫ 275± 29
B ! D⇤`⌫ 7148± 100
B ! D⇤⇤`⌫ 406± 64
Fake D⇤ 1993± 122 (Fixed)
Other 187± 7 (Fixed)

557

558559

VII. CONCLUSION560

In summary, we have measured the ratios R(D(⇤)) =
B(B̄ ! D(⇤)⌧�⌫̄⌧ )/B(B̄ ! D(⇤)`�⌫̄`), where ` denotes
an electron or a muon, based on a semileptonic tagging
method using a data sample containing 772 ⇥ 106BB̄
events collected with the Belle detector. The results are

R(D) = 0.307± 0.037± 0.016 (6)

R(D⇤) = 0.283± 0.018± 0.014, (7)

which are in agreement with the SM predictions within561

0.2� and 1.1�, respectively. The combined result agrees562

with SM prediction within 1.3�. This work constitutes563

the most precise measurement of R(D) and R(D⇤) per-564

formed to date. Furthermore, this is the first result of565

R(D) based on a semileptonic tagging method.566
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FIG. 3. EECL fit projections and data points with statistical uncertainties in the D⇤+`� (top) and D⇤0`� (bottom) data
samples, are shown for the full classifier region (left) and for the signal region defined by the selection class > 0.9 (right).
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the full classifier region (left) and the signal region defined by the selection class > 0.9 (right).
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Untagged B→D* l ν
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• Signals for B→ D*+ l- ν, D*+→D0 π+ using cosθBD*l 
• Clear signals are found in both e and µ modes. 
• BRs consistent with WA. Performance corrections applied.

34 CHAPTER 4. EVENT RECONSTRUCTION

60 CHAPTER 6. ANALYSIS PROCEDURE

tion is constrained to lie on a cone centred on the D���+ momentum vector as shown in

Figure 6.12. The opening angle of this cone, �B0,D���+ is computed for each event. The

cosine of the angle �B0,D���+ is determined by applying conservation of momentum of the

B0 � D�+�� decay,

B

B

�p
⇤

inclusive

D
⇤
` �p

⇤
D⇤`

�p
⇤

inclusive

F1|Vcb|

e
+
e

�
! qq̄ q

u d s c

⌥(4S)

B

B

�1JODMVTJWF

Figure 6.12: Illustration of the B0 reconstruction technique.

pB = pD� + p� + p� , (6.1)

p� = (pB � pD��). (6.2)

By squaring Equation. 6.2 and setting p� = 0, we get

0 = m2
B +m2

D�� � 2 (pB · pD��),

0 = m2
B +m2

D�� � 2 (EBE�
D�� � �p�B�p

�
D�� cos �B,D��),

(6.3)

and obtain an expression for cos �B,D�� as

cos �B,D�� = 2E�
BE

�
D�� �m2

B �m2
D��

2| �p�B||�p�D��|
. (6.4)

In the above equation, the energies, masses and momenta of the D� and the � are found

through particle reconstruction and E�
B is taken from the known beam energy, Ebeam. The

beam energy information is used to calculate the mass, energy and momentum of the B0.

The (�) indicates quantities calculated in the CM frame. This is a very important variable

for discriminating between signal and background, and is later used in a fit to measure

the background yields.

Figure 4.1: Schematic representation of the quantities involved in the definition of the vari-
able cos ✓

B,D
(⇤)

`
.

where |p⇤
B| is

p
E

⇤
B � m

2

B. The quantities E
⇤
D

(⇤)
`
, p⇤

D
(⇤)

`
are calculated from the reconstructed708

D
(⇤)

` system. The cosine is a powerful discriminator since events where only one neutrino709

is missing will lie in the region (�1, 1), while the background does not have this restriction710

and populates a much wider region. The quantities involved in the definition of this variable711

are shown in Figure 4.1. Another variable that can be used in the case of semileptonic decay712

is the squared missing mass m
2

miss713

m
2

miss = p
2

miss =
h
p⌥(4S) � pBtag

� p
D

(⇤) � p`

i2

, (4.4)

which in case of a single particle not being reconstructed in the whole event, corresponds to714

the squared mass of this missing particle. Hence, in the case of events with only one missing715

neutrino this variable peaks at zero, while signal events that include a ⌧ ! `⌫⌫ decay716

have a broad distribution that peaks above zero, and can used for background suppression.717

Lastly, a third type of tagging method, which yields a higher signal e�ciency, is the inclusive718

Btag reconstruction, where the procedure is first to reconstruct the signal side and then,719

as a second step, the Btag is inclusively reconstructed from all remaining particles, passing720

certain selection criteria, without however checking for consistency with any specific B-meson721

decays. The B-meson candidate reconstructed through this procedure is then checked for722

consistency with a B-meson decay using variables like Mbc and �E, together with a check723

for the consistency of the full event.724

4.2.2 B-tag Reconstruction725

The Btag that accompanies the Bsig is reconstructed through the Full Event Interpretation726

(FEI) algorithm [35], which has been developed in the software framework of the Belle II727

experiment. Using a BDT classifier, the algorithm is trained on simulated data to recognize728

the properties of correctly reconstructed particles, and reconstructs B-mesons candidates in a729
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Untagged B0  D! *- l+ n

● Flagship decay channel for the 
measurement of |V

cb
|;

● Fully reconstruct D*-  D! 0p-, 
with D0  K! +p-;

● Key variable: cosine of the angle 
between the B Iight direction 
and the direction of the (D*l) 
system (Y):

● Full scale test of Belle II’s Lepton 
ID capabilities!

> 1000 events for both e and m channels!

e±

m±

FIG. 2. Distribution of the CM momentum of the slow pion (left plots) and lepton (right plots) for

the B0 ! D⇤+e�⌫e (top plots) and B0 ! D⇤+µ�⌫µ (bottom plots) modes. The data distributions

are overlaid with the MC PDFs, scaled according to the fit results.

2% on this value, to account for the possibility that the average SuperKEKB CM energy is
o↵ the ⌥ (4S) resonance by up to 1.5 MeV.

Lastly, we account for the impact of the uncertainties in the charm branching fractions,
B(D⇤+ ! D0⇡+) = (67.7 ± 0.5)% and B(D0 ! K�⇡+) = (3.950 ± 0.031)% [10], on the
signal branching fraction.

7

FIG. 1. Post-fit cos ✓BY distributions for the selected B0 ! D⇤+e�⌫e (left) and B0 ! D⇤+µ�⌫µ
(right) candidates (data points), overlaid with the signal, BB̄ background, and continuum PDFs

used in the fit as obtained from simulated MC events (histograms). The pull distributions show

the di↵erence between the data and total PDF divided by the square root of the number of data

events in each bin.

where E⇤
Y , |p⇤Y |, and mY are the CM energy, momentum, and invariant mass of the D⇤`

system, MB is the nominal B mass [10], and E⇤
B, |p⇤B| are the CM energy and momentum

of the B, inferred from the CM machine energy. For correctly reconstructed B0 ! D⇤+`�⌫ l
candidates with perfect detector resolution and correct values of E⇤

B and p⇤B, cos ✓BY is the
cosine of the angle between the momentum of the B meson and that of the D⇤` system
in the CM frame. Given the finite beam-energy spread, final-state radiation, and detector
resolution, the cos ✓BY distribution of signal events extends beyond the range [�1, 1]. The
cos ✓BY distributions of data and MC events are shown in Fig. 1.

We obtain the event yields Ns, NB, and Nc for signal, BB̄ background, and continuum,
respectively, from a binned, extended-maximum-likelihood fit to the cos ✓BY distribution
of the data. The probability density function (PDF) used in the fit is the sum of the
PDFs of these three event categories. These PDFs are obtained from the MC samples, after
application of momentum- and polar-angle-dependent corrections to the lepton-identification
e�ciencies of leptons and hadrons. For leptons, corrections of the order of a few percent
are obtained from J/ ! `+`� (` = e, µ) decays. Corrections for hadrons misidentified as
leptons, obtained from samples of reconstructed D0 ! K�⇡+ decays, are of order 1 in some
regions. Applying these corrections to the PDFs changes the signal yield from the fit by
0.5% for B0 ! D⇤+e�⌫e and by 0.1% for B0 ! D⇤+µ�⌫µ.

The fit results are shown in Fig. 1 and summarized in Table I.
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Fig. 62. Feynman diagrams of semi-leptonic B decays, mediated by a charged weak boson (left) and mediators
predicted in new physics models: a charged Higgs (middle), and a leptoquark (right).

8.2.2. Semi-leptonic decay to a pseudoscalar meson
The amplitudes for the semi-leptonic decays B0 → P−!+ν! and B+→ P0!+ν!, at leading order in
the electroweak interaction, contain the hadronic factor

〈P(k)|V µ|B(p)〉 =
(

pµ + kµ − M 2
B −M 2

P

q2 qµ

)

f+(q2) + M 2
B −M 2

P

q2 qµ f0(q2), (91)

where V µ is the vector part of the weak current (V µ = b̄γ µu for B → π and Bs → K , and
V µ = b̄γ µc for B→ D and Bs → Ds). Two four-vectors appear in this process, and hence two form
factors, which are functions of q2 (where q = p − k). The vector (scalar) form factor f+ (f0) arises
when the !ν! system has J P = 1− (0+). At q2 = 0, f0(0) = f+(0).

Beyond the SM, scalar and tensor currents can mediate these decays. Such contributions to the
decay amplitude entail the scalar and tensor form factors

〈P(k)|S|B(p)〉 = M 2
B −M 2

P
mb − mq

f0(q2), (92)

〈P(k)|Tµν |B(p)〉 = 2
MB + MP

(
pµkν − pνkµ

)
fT (q2), (93)

where S and Tµν are scalar and tensor currents (here S = b̄q, Tµν = b̄iσµνq, q = c, u). The scalar
form factor in Eq. (92) is the same as that in Eq. (91), owing to the partial conservation of the vector
current (PCVC), i∂ · V = (mb − mq)S. Feynman diagrams of SM and beyond SM semi-leptonic B
decays are shown in Fig. 62.

The doubly differential partial width for B→ P!±ν! (assuming no scalar or tensor current) is [224]

d2'

dq2 d cos θ!
= Cq|ηEW|2 G2

F|Vqb|2
(2π)3

λ1/2

8M 3
B

λ
1/2
12
q2

[(
q2 − m2

1 − m2
2 −

λ12

q2 cos2 θ

)
λ

q2 |f+|2+ (94)

+ ζ12
(M 2

B −M 2
P)2

q2 |f0|2 ∓ 2(m2
1 − m2

2)(M
2
B −M 2

P)
λ1/2

q2

λ
1/2
12
q2 cos θ &

(
f+f ∗0

) ]
,

where Cq = 1/2 for π0 and 1 otherwise,20 ηEW is an electroweak correction discussed below, λ12

and ζ12 are obtained from Eqs. (87) and (88) by substituting M 2
B → q2, and

λ = (M 2
B + M 2

P − q2)2 − 4M 2
BM 2

P , (95)

cos θ = 4λ−1/2

(

1− m2
!

q2

)−1 (
pB · q p! · q

q2 − pB · p!

)
, (96)

20 This factor stems from the fact that a b→ u current produces only the ūu component of the π 0.
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6. BRANCHING FRACTION RESULTS AND SUMMARY

From Eq. (2) we measure for the B0 ! D⇤+`�⌫ l branching fractions:

B(B0 ! D⇤+e�⌫e) = (4.42± 0.14(stat)± 0.33(sys))% , (4)

B(B0 ! D⇤+µ�⌫µ) = (4.70± 0.13(stat)± 0.35(sys))% . (5)

Considering the statistical uncertainties only, the branching fractions for the two modes are
consistent to within 1.5 standard deviations.

In summary, we measure the branching fractions of the decays B0 ! D⇤+e�⌫e and
B0 ! D⇤+µ�⌫µ using 8.7 fb

�1 of data collected by the Belle II experiment in 2019. The world
average value of the branching fraction B(B0 ! D⇤+`�⌫ l) = (5.05±0.14)% [11] was obtained
with a di↵erent value of the D0 branching fraction, B(D0 ! K�⇡+) = (3.89 ± 0.04)%.
Accounting for this di↵erence, our results are lower than the world average by 1.5 and 0.7
standard deviation for the B0 ! D⇤+e�⌫e and B0 ! D⇤+µ�⌫µ modes, respectively. While
the uncertainties we estimate are significantly larger than those of the world average, this
is the first branching-fraction measurement performed with Belle II data, and constitutes a
test of the entire data production, processing, and analysis chain.
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B full reconstruction algorithms
• Belle (II) analyses use semileptonic and hadronic 

“tagging” for flavour, charge, kinematics.
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Fig. 17.1.1. Illustration of semileptonic decay B� ! X`�⌫̄`.

as illustrated in Fig. 17.1.1. These are governed by the
CKM-matrix elements Vcb and Vub, and since the inter-
mediate W -boson decays leptonically, do not involve any50

other CKM-matrix elements. Hence, measurements of the
B ! X`⌫ decay rate can be used to directly measure |Vcb|

and |Vub|.
The theoretical description of semileptonic B decays

starts from the electroweak e↵ective Hamiltonian,

He↵ =
4GF
p

2

X

q=u,c

Vqb (q̄�µPLb)(`�µPL⌫`) , (17.1.1)

where PL = (1 � �5)/2, and GF is the Fermi constant
as extracted from muon decay. The W boson has been
integrated out at tree level, and higher-order electroweak
corrections are suppressed by additional powers of GF and
are thus very small. The di↵erential B decay rates take the
form

d� / G2
F |Vqb|

2
��LµhX|q̄�µPLb|Bi

��2 . (17.1.2)

An important feature of semileptonic decays is that the
leptonic part in the e↵ective Hamiltonian and the decay55

matrix element factorizes from the hadronic part, and that
QCD corrections can only occur in the b ! q current.
The latter do not a↵ect Eq. (17.1.1) and are fully con-
tained in the hadronic matrix element hX|q̄�µPLb|Bi in
Eq. (17.1.2). This factorization is violated by small elec-60

tromagnetic corrections, for example by photon exchange
between the quarks and leptons, which must be taken into
account in situations where high precision is required.

The challenge in the extraction of |Vcb| and |Vub| is
the determination of the hadronic matrix element of the65

quark current in Eq. (17.1.2). For this purpose, di↵erent
theoretical methods have been developed, depending on
the specific decay mode under consideration. In almost all
cases, the large mass of the b-quark, mb ⇠ 5 GeV plays an
important role.70

In exclusive semileptonic decays, one considers the de-
cay of the B meson into a specific final state X = D⇤, ⇡, ....
In this case, one parameterizes the necessary hadronic ma-
trix element in terms of form factors, which are nonper-
turbative functions of the momentum transfer q2. This75

is discussed in Sections 17.1.2 and 17.1.4. Two methods
to determine the necessary form factors are lattice QCD
(LQCD) and light-cone sum rules (LCSR). In LQCD the
QCD functional integrals for the matrix elements are com-
puted numerically from first principles. Heavy-quark e↵ec-80

tive theory (HQET), and nonrelativistic QCD (NRQCD),

were first introduced, at least in part, to enable lattice-
QCD calculations with heavy quarks. Even when these
formalisms are not explicitly used, heavy-quark dynam-
ics are usually used to control discretization e↵ects. An85

exception are the most recent determinations of mb from
lattice QCD, discussed below, which use a lattice so fine
that the b quark can be treated with a light-quark formal-
ism. A complementary method is based on LCSR which
use hadronic dispersion relations to approximate the form90

factor in terms of quark-current correlators, which can be
calculated in an operator product expansion (OPE).

In inclusive semileptonic decays, one considers the sum
over all possible final states X that are kinematically al-
lowed. Employing parton-hadron duality one can replace95

the sum over hadronic final states with a sum over par-
tonic final states. This eliminates any long-distance sensi-
tivity to the final state, while the short-distance QCD cor-
rections, which appear at the typical scale µ ⇠ mb of the
decay, can be computed in perturbation theory in terms of100

the strong coupling constant ↵s(mb) ⇠ 0.2. The remain-
ing long-distance corrections related to the initial B meson
can be expanded in powers of ⇤QCD/mb ⇠ 0.1, with ⇤QCD

a typical hadronic scale of order mB �mb ⇠ 0.5 GeV. This
is called the heavy quark expansion (HQE), and it system-105

atically expresses the decay rate in terms of nonperturba-
tive parameters that describe universal properties of the
B meson. This is discussed in Sections 17.1.3 and 17.1.5.

17.1.1.3 Experimental Techniques

As in other analyses of BB̄ data recorded at B facto-110

ries, the two dominant sources of background for the re-
construction of semileptonic B decays are the combinato-
rial BB̄ and the continuum backgrounds, QED processes
e+e�

! `+`�(�) with ` = e, µ, or ⌧ , and quark-antiquark
pair production, e+e�

! qq(�) with q = u, d, s, c.115

The suppression of the continuum background is achieved
by requiring at least four charged particles in the event and
by imposing restrictions on several event shape variables,
either sequentially on individual variables or by construct-
ing multivariable discriminants. Among these variables are120

thrust, the maximum sum of the longitudinal momenta of
all particles relative to a chosen axis, �✓thrust, the angle
between the thrust axis of all particles associated with the
signal decay and the thrust axis of the rest of the event,
R2, the ratio of the second to the zeroth Fox-Wolfram mo-125

ments, and L0 and L2, the normalized angular moments
(introduced in Sec. 9).

The separation of semileptonic B decays from BB̄
backgrounds is very challenging because they result in one
or more undetected neutrinos. The energy and momentum
of the missing particles can be inferred from the sum of
all other particles in the event,

(Emiss,pmiss) = (E0,p0) � (
X

i

Ei,
X

i

pi), (17.1.3)

where (E0,p0) is the four-vector of the colliding beams. If
the only undetected particle in the event is one neutrino,

[Illustration by F. Tackmann]

I. Introduction: Summary of the exp. and theo. situation

a Recap of incl. and excl. measurements
b Recap of the ’1/2’ vs ’3/2’ problem

II. Discovery of potential 2S charmed state(s) by BABAR

III. Our Proposal and its Viability

IV. Prediction of �(B ! D 0(⇤) ` ⌫̄`) using light-cone sum rules

V. Summary

2 / 15

! Encoded in Form Factors and need theory input for normalization.

[arXiv:1510.03657, accepted by PRD]
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FIG. 1. (Color online) Fit to the missing mass squared distribution in three bins of w for the B+ ! D̄0e+⌫e sub-sample. Points
with error bars are the data. Histograms are (from top to bottom) the B ! D`⌫` signal (green), the B ! D⇤`⌫` cross-feed
background (red), and other backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the B+ ! D̄0µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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FIG. 3. Same as Fig. 1 for the B0 ! D�e+⌫e sub-sample. The p-values of the fits are (from left to right) 0.30, 0.10, and 0.96.
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FIG. 4. Same as Fig. 1 for the B0 ! D�µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.92, 0.39, and 1.00.
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FIG. 7. Di�erential width of B ! D`⌫` and result of the combined fit to experimental and lattice QCD (FNAL/MILC and
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We interpret our measurement of ��/�w in terms of �EW|Vcb| by using the currently most established method,
i.e., by fitting ��/�w to the Caprini, Lellouch and Neubert (CLN) form-factor parameterization and by dividing
�EWG(1)|Vcb| by the form factor normalization at zero recoil G(1) to obtain �EW|Vcb|. Assuming the value G(1) =
1.0541 ± 0.0083 [15], we find �EW|Vcb| = (40.12 ± 1.34) � 10�3. Recent lattice data also allows to perform a combined
fit to the model-independent form-factor parameterization by Boyd, Grinstein and Lebed (BGL). We find �EW|Vcb| =
(41.10 ± 1.14) � 10�3 with the lattice QCD data from FNAL/MILC [15] and HPQCD [32].

Assuming �EW = 1.0066 ± 0.0016 [12], our results correspond to a value of |Vcb| = (39.86 ± 1.33) � 10�3 for the fit
using the CLN form-factor parameterization and G(1), and |Vcb| = (40.83 ± 1.13) � 10�3 for the fit using the BGL
parameterization and lattice data.

These results supersede the previous Belle measurement [36]. Compared to the previous analysis by BaBar [6], we
reconstruct about 5 times more B ! D`⌫` decays; this results in a significant improvement in the precision of the
determination of �EW|Vcb| from the decay B ! D`⌫` to 2.8%. The value of �EW|Vcb| extracted with the combined
analysis of experimental and LQCD data is in agreement with both |Vcb| extracted from inclusive semileptonic de-
cays [3] and |Vcb| from B ! D⇤`⌫` decays [4, 5]. The measured branching fractions are higher although still compatible
with those obtained by previous analyses [6].

|Vcb| = (40.12 ± 1.34) ⇥ 10�3 (World average: (39.5 ± 0.8) ⇥ 10�3 )
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University of Zurich, 2016, May 9 Flavour anomalies & Belle II's impact on the physics landscape

machines are beautiful
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BELLE2-CONF-PL-2020-002

Talk by S. Stefkova

GHQHULc FEI PHUIRUPaQcH CRPSaULVRQ

MC |agŊvide efficienc�ŠƐƏѸ p�ri|� Hadĺ B+ņB0 ŒѸœ SLĺ B+ņB0 ŒѸœ
FuѴѴ Reconstrucࢢon BeѴѴe ƏĺƑѶņƏĺƐѶ ƏĺѵƕņƏĺѵƒ

FEI BeѴѴe ƏĺƕѵņƏĺƓѵ ƐĺѶƏņƑĺƏƓ
N of correct B|a] per Ɛ fb�1 in BeѴѴe ŐFEIő ѶƒƔƏņƔƏѵƏ ƐƖѶƏƏņƑƑƓƓƏ

. FEI o�|performv FuѴѴ Reconstrucࢢon

. Search for B ! ѳ⌫�Ĺ
. AnaѴ�ses with both BeѴѴe aѴgorithms
. FEI improved sensiࢢvit�

T_; B;ѳѳ; Coѳѳa0ouaࢡomķ P_�vĹ R;�Ĺ D ƕѵķ ƏƏƐƎƏѴ
DESYª Ň Sĺ Stefkova Ň FPCPķ ƐƐĺƏѵĺƑƏƑƏ Page Ѷ

650k Hadronic B-tags for physics analysis already (50 fb-1)! 
- Enough for tagged measurements  of many modes.
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Semileptonic and leptonic B decays / Targets
• History of anomalies in |Vub|, |Vcb|, B→D(*) τ ν — key to identify bias. 

• CKM precision tests are challenging, but more data will help 
overcome over most systematic errors. 

• Improvements to KL reconstruction, beam background mitigation for 
ΣEECL, B→D** l ν background, tag efficiency, tag calibration. 

• Purely leptonic modes are a Belle II focus for > 1 ab-1.

25

Table 3: Expected errors on several selected observables in leptonic and semileptonic B

decays.

Observables Belle Belle II

(2017) 5 ab�1 50 ab�1

|Vcb| incl. 42.2 · 10�3
· (1± 1.8%) 1.2% �

|Vcb| excl. 39.0 · 10�3
· (1± 3.0%ex. ± 1.4%th.) 1.8% 1.4%

|Vub| incl. 4.47 · 10�3
· (1± 6.0%ex. ± 2.5%th.) 3.4% 3.0%

|Vub| excl. (WA) 3.65 · 10�3
· (1± 2.5%ex. ± 3.0%th.) 2.4% 1.2%

B(B ! ⌧⌫) [10�6] 91 · (1± 24%) 9% 4%

B(B ! µ⌫) [10�6] < 1.7 20% 7%

R(B ! D⌧⌫) (Had. tag) 0.374 · (1± 16.5%) 6% 3%

R(B ! D⇤⌧⌫) (Had. tag) 0.296 · (1± 7.4%) 3% 2%

should be accessible with the Belle II data set, improved particle identification detectors 303

will be used for precision studies of b ! d� transitions, inclusive transitions will be studied 304

through various techniques, and lepton flavour universality violation will be studied thanks 305

to the low radiation length in the tracking volume allowing for precise reconstruction of 306

electrons, muons and tau leptons. 307

Time dependent CP violation in B decays. The prospects for time-dependent CP vio- 308

lation of B mesons and the determination of the CKM angles �1 and �2 are presented in 309

this chapter, summarised in Tables 7 and 8. Sensitivity studies based on Belle II simulation 310

for �1 measurement with the penguin dominated modes, B ! �K0

S , ⌘
0K0

S , ⇡
0K0

S , are per- 311

formed. The theoretical progress on the penguin pollution for high precision measurement of 312

�1 with the tree level processes is discussed. A Belle II sensitivity study on the challenging 313

B ! ⇡0⇡0 time-dependent CP asymmetry measurement for �2 determination is performed. 314

The subsequent �2 measurement will rely on isospin relations: theoretical estimates of the 315

isospin breaking e↵ects on the �2 determination are reviewed. 316

Measurement of the UT angle �3. The prospects for measuring the CKM UT angle �3 317

with tree-level measurements of B ! D(⇤)K(⇤) decays are presented in this chapter, sum- 318

marised in Tables 9 and 10. It is expected that Belle II will ultimately reach a precision of 319

1 to 2 degrees on this angle through use of a variety of channels and extraction techniques. 320

13

R(D)
0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Belle II Projection
Belle Combination
Babar
LHCb
World Combination
SM prediction: PRD92 054410 (2015), PRD85 094025 (2012)

 contoursσ1 

50 ab-1 (not including 
extrapolation of  latest Belle study)

2 Global analyses

3
q

K¡

2
q

2
q

dm6 sm6 & dm6

ubV

1
qsin 2

(excl. at CL > 0.95)
 < 0

1
qsol. w/ cos 2

2
q

1
q

3
q

l
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

d

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ex
cl

ud
ed

 a
re

a 
ha

s 
C

L 
> 

0.
95

ICHEP 16

CKM
f i t t e r

smΔ & dmΔ

3
φ

2
φ

ubV

1
φsin 2

(excl. at CL > 0.95)
 < 0

1
φsol. w/ cos 2

2
φ

1
φ

3
φ

ρ
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

η

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ex
cl

ud
ed

 a
re

a 
ha

s 
C

L 
> 

0.
95

 SM 2017-1BELLEII 50 ab

CKM
f i t t e r smΔ & dmΔ

3
φ

2
φ

ubV

1
φsin 2

(excl. at CL > 0.95)
 < 0

1
φsol. w/ cos 2

2
φ

1
φ

3
φ

ρ
-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

η

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ex
cl

ud
ed

 a
re

a 
ha

s 
C

L 
> 

0.
95

 WA 2017-1BELLEII 50 ab

CKM
f i t t e r

smΔ & dmΔ

3
φ

2
φ

ubV

1
φsin 2

(excl. at CL > 0.95)
 < 0

1
φsol. w/ cos 2

2
φ

1
φ

3
φ

ρ
0.05 0.10 0.15 0.20 0.25

η

0.25

0.30

0.35

0.40

0.45

ex
cl

ud
ed

 a
re

a 
ha

s 
C

L 
> 

0.
95

 SM 2017-1BELLEII 50 ab

CKM
f i t t e r

smΔ & dmΔ

3
φ

2
φ

ubV

1
φsin 2

(excl. at CL > 0.95)
 < 0

1
φsol. w/ cos 2

2
φ

1
φ

3
φ

ρ
0.05 0.10 0.15 0.20 0.25

η
0.25

0.30

0.35

0.40

0.45

ex
cl

ud
ed

 a
re

a 
ha

s 
C

L 
> 

0.
95

 WA 2017-1BELLEII 50 ab

CKM
f i t t e r

Fig. 12: UT fit today (top) and extrapolated to the 50 ab�1 scenario for an SM-like scenario

(left) and world average values (right).

present data [238–242] and the SM predictions, it would be deserved to examine new physics 1049

scenarios that a↵ect (semi-)tauonic B meson decays, which are measurable at Belle II. 1050

In the presence of all possible new physics in the process b ! q⌧⌫, the e↵ective Lagrangian 1051

can be described by 1052

�Le↵ = 2
p

2GFVqb

h
(�⌫⌧ ,⌫` + C(q,⌫`)

V1
)O(q,⌫`)

V1
+

V2,S1,S2,TX

X=

C(q,⌫`)
X O(q,⌫`)

X

i
, (55)

39/73

PTEP 2019 (2019) 12, 123C01

50 ab-1

Δχ2=1 contours
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b→s γ Reconstruction
• Large program of radiative decays CP violation - New sources of 

CP violation in B→K*γ, ργ  could reveal right handed currents. 

• B→KSπ0 γ is a near term target for TDCPV analysis. 

• b→d currents not well explored yet. 

• Reconstructed yields (2.6 fb-1) consistent with WA branching 
fraction.
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FIG. 4: The beam-constrained mass (mbc) distribution of B+ → K∗+γ decay candidates in a
window −0.2GeV < ∆E < 0.08GeV. The fit contains the following components: an ARGUS
function to model background from the continuum and combinatorial B decays (dashed blue line);
a Crystal Ball summed with a second ARGUS function to describe peaking backgrounds and
higher-mass resonance feed-down (dashed red line); and a Crystal Ball for the signal. The total fit
with the signal component is the solid blue line and the data are overlaid as black markers. The
signal component has a significance of 4.4 σ, and the yield of signal events is found to be 17.0±4.5
(error is statistical only).
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FIG. 5: Stacked histograms of the beam-constrained mass (mbc) distributions for all B → K∗γ
decay candidates, in a window of −0.2GeV < ∆E < 0.08GeV. The red histogram contains
B0 → K∗0γ → K+π−γ decay candidates, the green is B+ → K∗+γ → K+π0γ , and the blue is
B+ → K∗+γ → K0

Sπ
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FIG. 2: The beam-constrained mass (mbc) distribution of B+ → K∗+γ → K+π0γ decay candidates
in a window −0.2GeV < ∆E < 0.08GeV. The fit contains the following components: an ARGUS
function to model background from the continuum and combinatorial B decays (dashed blue line); a
Crystal Ball summed with a second ARGUS function to describe peaking backgrounds and higher-
mass resonance feed-down (dashed red line); and a Crystal Ball for the signal. The total fit with
the signal component is the solid blue line and the data are overlaid as black markers. The signal
component has a significance of 3.7 σ, and the yield of signal events is found to be 9.8± 3.4 (error
is statistical only).
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FIG. 3: The beam-constrained mass (mbc) distribution of B+ → K∗+γ → K0
Sπ

+γ decay candidates
in a window −0.2GeV < ∆E < 0.08GeV. The fit contains the following components: an ARGUS
function to model background from the continuum and combinatorial B decays (dashed blue line); a
Crystal Ball summed with a second ARGUS function to describe peaking backgrounds and higher-
mass resonance feed-down (dashed red line); and a Crystal Ball for the signal. The total fit with
the signal component is the solid blue line and the data are overlaid as black markers. The signal
component has a significance of 2.1 σ, and the yield of signal events is found to be 6.6± 3.1 (error
is statistical only).
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FIG. 1: The beam-constrained mass (mbc) distribution of B0 → K∗0γ → K+π−γ decay candidates
in a window −0.2GeV < ∆E < 0.08GeV. The fit contains the following components: an ARGUS
function to model background from the continuum and combinatorial B decays (dashed blue line); a
Crystal Ball summed with a second ARGUS function to describe peaking backgrounds and higher-
mass resonance feed-down (dashed red line); and a Crystal Ball for the signal. The total fit with
the signal component is the solid blue line and the data are overlaid as black markers. The signal
component has a significance of 4.4 σ, and the yield of signal events is found to be 19.1±5.2 (error
is statistical only).

2

  Nsig = 35.5± 6.9
22

Any right-handed currents from NP?
TCPV: P(∆t) = e−|∆t|/τ

4τ [1 ± S sin(∆m∆t) ∓ C cos(∆m∆t)]
(∆t: vertex displacement between extrapoated K0

S
vertex and tag-B vertex)

γL

bR

sL

helicity flip
∝ mb ~ 4.8 GeV

γR

bL

sR

helicity flip∝ m
s ~ 0.1 GeV

γR γL

sR

bL bR

sL

Do not interfere
for CPV

Interfere
for CPV

SM favored SM disfavored,
enhanced with RH current TCPV suppressed by (ms/2mb)

(otherwise ∼ sin 2φ1)

Sensitive to right-handed
non-SM current, relaxes
suppression⇒ non-zero S

[BaBar PRD78,071102(2008), 467M]M(Kπ) in [0.8,1.0] GeV

 t (ps)∆
-6 -4 -2 0 2 4 6

 t (ps)∆
-6 -4 -2 0 2 4 6

t [ps]∆
-6 -4 -2 0 2 4 6

A
sy

m
m

et
ry

-1

0

1

t [ps]∆
-6 -4 -2 0 2 4 6

A
sy

m
m

et
ry

-1

0

1

]2) [GeV/c0π
S

m(K
1 1.5

2
W

ei
gh

te
d 

Ev
en

ts
 p

er
 5

0 
M

eV
/c

0

50

100

150

200

]2) [GeV/c0π
S

m(K
1 1.5

2
W

ei
gh

te
d 

Ev
en

ts
 p

er
 5

0 
M

eV
/c

0

50

100

150

200

M(Kπ) in [1.1,1.8] GeV

 t (ps)∆
-6 -4 -2 0 2 4 6

 t (ps)∆
-6 -4 -2 0 2 4 6

t [ps]∆
-6 -4 -2 0 2 4 6

A
sy

m
m

et
ry

-1

0

1

t [ps]∆
-6 -4 -2 0 2 4 6

A
sy

m
m

et
ry

-1

0

1

SK∗γ = −0.03 ± 0.29 ± 0.03
CK∗γ = −0.14 ± 0.16 ± 0.03

SK0
S
π0 = −0.78 ± 0.59 ± 0.09
CK0

S
π0 = −0.36 ± 0.33 ± 0.04R

ev
ie
w

o
f
R
ad

ia
ti
v
e
P
en

g
u
in

M
ea
su

re
m
en

ts
—

M
.N

ak
ao

—
p
.8

$$Driving$questions$for$Belle$II$(2)

can be probed by t-dep. CP asymmetry with B0 ! K0
S⇡

0�

In SM, one naively expects:

SK0
S⇡0� = �2

ms

mb
sin 2�1 ⇠ �0.03

In SM, one naively expects: In a L-R symmetric model,

SK0
S⇡0� ⇠ 0.5

can be probed by t-dep. CP asymmetry with B0 ! K0
S⇡

0�

Talk by S. Halder
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Measurement of RK⇤ at Belle: results

Determine RK⇤+ ,RK⇤0 separately (first measurement of RK⇤+!)

All results compatible with SM and LHCb measurements

Uncertainty statistically dominated; main systematic from
data/MC corrections on lepton particle ID e�ciency

[arXiv:1904.02440]

Mick Mulder on behalf of the LHCb Collaboration Experimental status of LFU in b ! s`` transitions 14
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FIG. 1. Results of the signal yield fit to the Mbc distributions
for the electron (left) and muon (right) modes for q2 > 0.045
GeV2/c4. Combinatorial (dashed blue), signal (red filled),
charmonium (dashed green), peaking (purple dotted) and to-
tal (solid) fit distributions are superimposed on data (points
with error bars).

glects contributions from the B ! K⇤`` channel in the
J/ control region. The input distributions used by the
top-level neural network classifiers are compared between
data and simulation, and no significant di↵erences are
found. In order to estimate a systematic uncertainty due
to the classifier response, the B ! J/ K⇤ branching
fraction is obtained in bins of the classifier output and
compared to the nominal result. The obtained di↵er-
ences are propagated as weights to data in all fits to Mbc

distributions, and changes in the resulting signal yields
are taken as systematics. Further systematic uncertain-
ties relate to tracking e�ciency and limited MC statis-
tics. E↵ects due to migration of events between di↵er-
ent q2 regions are studied using MC events and found
to be negligible. In case of results for the full region of
q2 > 0.045 GeV2/c4, di↵erent veto regions for the elec-
tron and muon channels need to be accounted for in the
determination of reconstruction e�ciency. This intro-
duces model dependence to our signal simulation, which
uses form factors from Ref. [20]. All systematic uncer-
tainties described above are listed in Table I.

In the range q2 > 0.045 GeV2/c4 we find 103.0+13.4
�12.7

(139.9+16.0
�15.4) events in the electron (muon) channels. Ex-

ample fits are presented in Figure 1. Using the fitted
signal yields we construct the lepton flavor universal-
ity ratio RK⇤ for all signal channels combined, as well
as separate ratios for the B0 and B+ decays, RK⇤0 and
RK⇤+ . Our measurement of RK⇤+ is the first ever per-
formed. Results are shown in Table II and Figure 2. All
measured values are consistent with the SM expectation
[21, 22]. Past measurements of b ! s`+`� mediated de-
cays, which are in tension with SM predictions, can be fit
with new physics models that predict RK⇤ values smaller
than unity [22]. The Belle II experiment [23, 24] is ex-
pected to record a 50 times larger data sample than Belle,
which will help clarify the role of physics beyond the SM
in b ! s`+`� transitions.
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group, the NII, and PNNL/EMSL for valuable com-
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edge support from MEXT, JSPS and Nagoya’s TL-
PRC (Japan); ARC (Australia); FWF (Austria); NSFC
and CCEPP (China); MSMT (Czechia); CZF, DFG,
EXC153, and VS (Germany); DST (India); INFN
(Italy); MOE, MSIP, NRF, BK21Plus, WCU and RSRI
(Korea); MNiSW and NCN (Poland); MSHE, Agree-
ment 14.W03.31.0026 (Russia); ARRS (Slovenia); IKER-
BASQUE and UPV/EHU (Spain); SNSF (Switzerland);
MOE and MOST (Taiwan); and DOE and NSF (USA).
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EW penguin B decay prospects
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FIG. 2: The measurements of RK (top) and RK⇤ (bottom) vs. q2 with di↵erent projected
uncertainties assuming the central values of Belle measurements of RK and RK⇤ remain as

it is

4

• Belle II should refute/confirm deviations observed by LHCb 
within 4 years. Expect first signals by ICHEP. 

• Electron channels (low X/X0) good resolution & τ channels  
• Inclusive B→X l+ l— (initially sum over exclusives  with M(Xs) 
︎ < 1.8 GeV/c2, eventually: explore fully inclusive recoil).

Belle Preliminary 2019, 
R(K*) arXiv:1904.02440 
R(K) arXiv:1908.01848

8

Confirmation from Belle II will be crucial
(good efficiency for electrons and muons

in wide q2 range)

Semileptonic B decays

Hot topic: Ratios R(D(*))
● Lepton universality test
● Very clean theory prediction
● Tension with SM

Belle II can reach
 3% sensitivity for R(D(*)) → NP?

Tuesday: Semileptonic and leptonic B decays
 at Belle II by Andreas Warburton
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Confirmation from Belle II will be crucial
(good efficiency for electrons and muons

in wide q2 range)

Semileptonic B decays

Hot topic: Ratios R(D(*))
● Lepton universality test
● Very clean theory prediction
● Tension with SM

Belle II can reach
 3% sensitivity for R(D(*)) → NP?

Tuesday: Semileptonic and leptonic B decays
 at Belle II by Andreas Warburton

Belle

Expect to see first clear signals in data collected to date! 
Rare: e.g. BR(B0→K*0 l+l–)=(9.9±1.2) x 10-7

Belle

Talk by S. Halder
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Radiative and EW penguin B decays / Targets
• Except for B→Xs+d γ inclusive, all channels are highly statistics limited. 

• Expect systematics to be subdominant beyond 50 ab-1 

• Key to understand beam background induced efficiency loss and EECL 
degradation in B→Kνν. 

• SM level (5 σ)in B→Xνν. Novel ALPs/Scalars/LLPs searches in B decays.

28

Table 5: Expected errors on several selected observables in radiative and electroweak penguin

B decays. Note that 50 ab�1 projections for Bs decays are not provided as we do not expect

to collect such a large ⌥ (5S) data set.

Observables Belle Belle II

(2017) 5 ab�1 50 ab�1

B(B ! K⇤+⌫⌫) < 40⇥ 10�6 25% 9%

B(B ! K+⌫⌫) < 19⇥ 10�6 30% 11%

ACP (B ! Xs+d�) [10
�2] 2.2± 4.0± 0.8 1.5 0.5

S(B ! K0

S⇡
0�) �0.10± 0.31± 0.07 0.11 0.035

S(B ! ⇢�) �0.83± 0.65± 0.18 0.23 0.07

AFB(B ! Xs`+`�) (1 < q2 < 3.5 GeV2/c4) 26% 10% 3%

Br(B ! K+µ+µ�)/Br(B ! K+e+e�)

(1 < q2 < 6 GeV2/c4)

28% 11% 4%

Br(B ! K⇤+(892)µ+µ�)/Br(B !

K⇤+(892)e+e�) (1 < q2 < 6 GeV2/c4)

24% 9% 3%

B(Bs ! ��) < 8.7⇥ 10�6 23% �

B(Bs ! ⌧⌧) [10�3] � < 0.8 �

Charm physics. This chapter presents the prospects for charm meson physics, sum- 330

marised in Tables 12 and 13. Charm is a large area of opportunity for Belle II, covering 331

CP violation, FCNC, tree level and missing energy decay transition measurements. Novel 332

techniques for tagging in CP violation measurements are shown. 333

Quarkonium. This chapter presents the prospects for quarkonium(like) physics, providing 334

a detailed theoretical overview of perturbative QCD computation, lattice QCD as well as 335

models for unconventional states (Tetraquark, Hybrid mesons and Hadronic molecule) is 336

presented. At Belle II, charmonium(-like) states can be produced from B decays, initial 337

state radiation, two photon collisions, and double charmonium production, which allow for 338

detailed studies of the nature of any observed states. The motivations for dedicated non- 339

⌥ (4S) runs are detailed: to provide us with a deeper understanding of bottomonium(-like) 340

states. Light Higgs and lepton universality violation searches using decays of ⌥ (1S, 2S, 3S) 341

are also reviewed. 342
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Fig. 22: In the two-dimensional scans of pairs of Wilson coe�cients, the current average (not

filled) as well as the extrapolations to future sensitivities (filled) of LHCb at milestones I,

II and III (exclusive) and Belle II at milestones I and II (inclusive and exclusive) are given

and are progressively overlaid. The central values of the extrapolations have been evaluated

in the NP scenarios listed in Table 18. The future projections at milestones I, II and III are

given by the filled contours The contours correspond to 1� uncertainty bands. The Standard

Model point (black dot) with the 1�, 3�, 5� and 7� exclusion contours with a combined

sensitivity of Belle II’s 50 ab�1 and LHCb’s 50 fb�1 datasets is indicated in light grey. The

primed operators show no tensions with respect to the SM; hence no SM exclusions are

provided.
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Figure 1: Two-dimensional constraints in the plane of NP contributions to the real parts of
the Wilson coe�cients C9 and C10 (left) or C9 and C

0
9 (right), assuming all other

Wilson coe�cients to be SM-like. For the constraints from the B ! K
⇤
µ
+
µ
� and

Bs ! �µ
+
µ
� angular observables from individual experiments as well as for the

constraints from branching ratio measurements of all experiments (“BR only”), we
show the 1� (��

2
⇡ 2.3) contours, while for the global fit (“all”), we show the 1, 2,

and 3� contours.

contours showing the constraints coming from the angular analyses of individual experiments,
as well as from branching ratio measurements of all experiments.

We observe that the individual constraints are all compatible with the global fit at the 1� or
2� level. While the CMS angular analysis shows good agreement with the SM expectations,
all other individual constraints show a deviation from the SM. In view of their precision,
the angular analysis and branching ratio measurements of LHCb still dominate the global fit
(cf. Figs. 5, 7, 6 and 8), leading to a similar allowed region as in previous analyses. We do not
find any significant preference for non-zero NP contributions in C10 or C

0
9 in these two simple

scenarios.
Similarly to our analysis of scenarios with NP in one Wilson coe�cient, we repeat the

fits doubling the form factor uncertainties and doubling the uncertainties of non-factorizable
corrections. For NP in C9 and C10, we find that the pull is reduced from 5.0� to 3.7� and 4.1�,
respectively. For NP in C9 and C

0
9 the pull is reduced from 5.3� to 4.1� and 4.4�, respectively.

The impact of the inflated uncertainties is also illustrated in Fig. 2. Doubling the hadronic
uncertainties is not su�cient to achieve agreement between data and SM predictions at the 3�

level.

3.3. New physics or hadronic e↵ects?

It is conceivable that hadronic e↵ects that are largely underestimated could mimic new physics
in the Wilson coe�cient C9 [24]. As first quantified in [60] and later considered in [23,25,26,33],

6
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Physics Motivation

Radiative and Electroweak Penguin WG


⇾ e.g. B → Xs/d ɣ, B → Xs/d !!

MoriondEW, Mar 19, 2016 Experimental Summary

Flavour anomalies
b → s µ+µ– continues to produce interesting results, more channels added

LHCb showed results with full angular analyses for K*µµ 
(8 independent CP-averaged observables).                      
Best experimental precision on AFB, FL, …

Also angular and diff. BR analysis of Bs → φµµ, and diff. 
BR analysis of B+ → K+µµ

Johannes Albrecht
Searches for New Physics in b → s ����  

Johannes Albrecht 
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•  SM: Flavour changing neutral currents only at loop-level  
•  b → s ���� give a unique glimpse to higher scales: 

experimentally and theoretically clean 
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Use ratio to cancel FF dependence: &'( = *'/ ,-(1 − ,-)
Full Run-1 dataset and new analysis confirms discrepancy
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P’5 measurements from ATLAS & CMS in work

~ 5σ Tension

In 2015, the LHCb collaboration presented their B ! K
⇤
µ
+
µ
� angular analysis based on the

full Run 1 data set, confirming the tension found earlier [31]. Several updated global analyses
have confirmed that a consistent description of the tensions in terms of NP is possible [32–34],
while an explanation in terms of an unexpectedly large hadronic e↵ect cannot be excluded.
Recent analyses by Belle [35,36] also seem to indicate tensions in angular observables consistent
with LHCb. At Moriond Electroweak 2017, ATLAS [37] and CMS [38] finally presented their
preliminary results for the angular observables based on the full Run 1 data sets. The aim of the
present paper is to reconsider the status of the B ! K

⇤
µ
+
µ
� anomaly in view of these results.

Our analysis is built on our previous global analyses of NP in b ! s transitions [12, 32, 39, 40]
and makes use of the open source code flavio [41].

2. E↵ective Hamiltonian and observables

The e↵ective Hamiltonian for b ! s transitions can be written as

He↵ = �
4 GF
p

2
VtbV

⇤
ts

e
2

16⇡2

X

i

(CiOi + C
0
iO

0
i) + h.c. (1)

and we consider NP e↵ects in the following set of dimension-6 operators,

O9 = (s̄�µPLb)(¯̀�µ
`) , O

0
9 = (s̄�µPRb)(¯̀�µ

`) , (2)

O10 = (s̄�µPLb)(¯̀�µ
�5`) , O

0
10 = (s̄�µPRb)(¯̀�µ

�5`) . (3)

We neither consider new physics in scalar operators, as they are strongly constrained by
Bs ! µ

+
µ
� (see [42] for a recent analysis), nor in dipole operators, which are strongly con-

strained by inclusive and exclusive radiative decays (see [43] for a recent analysis). We also do
not consider new physics in four-quark operators, although an e↵ect in certain b ! cc̄s opera-
tors could potentially relax some of the tensions in B ! K

⇤
µ
+
µ
� angular observables [44].

In our numerical analysis, we include the following observables.

• Angular observables in B
0

! K
⇤0

µ
+
µ
� measured by CDF [45], LHCb [31], ATLAS* [37],

and CMS* [38,46,47],

• B
0,±

! K
⇤0,±

µ
+
µ
� branching ratios by LHCb* [15,48], CMS [46,47], and CDF [45],
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Fig. 22: In the two-dimensional scans of pairs of Wilson coe�cients, the current average (not

filled) as well as the extrapolations to future sensitivities (filled) of LHCb at milestones I,

II and III (exclusive) and Belle II at milestones I and II (inclusive and exclusive) are given

and are progressively overlaid. The central values of the extrapolations have been evaluated

in the NP scenarios listed in Table 18. The future projections at milestones I, II and III are

given by the filled contours The contours correspond to 1� uncertainty bands. The Standard

Model point (black dot) with the 1�, 3�, 5� and 7� exclusion contours with a combined

sensitivity of Belle II’s 50 ab�1 and LHCb’s 50 fb�1 datasets is indicated in light grey. The

primed operators show no tensions with respect to the SM; hence no SM exclusions are

provided.
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Expected (Integrated) Luminosity
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!"∗→0.5	mm
!"∗→0.3	mm

Luminosity	Prospect (up	to	50 ab())

~+, -.(/

~0×/,2+ 34(56(/

Detector	
upgrade

RF	power	up

By	the	mid.	2021 Integrated	luminosity	…	0.5 ab()

By	the	mid.	2022 89∗ reaches	0.3	mm	(design value)
By	the	mid.	2026 Peak	luminosity	reaches	~8×10<= cm(@s() (design	value)
By	the	end	of	2028 Integrated	luminosity	…	50 ab()

21

2021 Integrated luminosity > 0.5 — 1.0 ab-1 

2022 β*y to reach 0.3 mm (design value)
2023 Integrated luminosity 5 ab-1 

2026 Peak luminosity to reach ~8 x 1035 cm-2s-1 (design value)
2028 Integrated luminosity 50 ab-1
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Belle II - LHCb Comparison
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Observable
Current 

Belle/
Babar

2019 
LHCb

Belle II  
(5 ab-1)

Belle II  
(50 ab-1)

LHCb  
(23 fb-1)

Belle II 
Upgrade  
(250 ab-1)

LHCb 
upgrade II 
(300 fb-1)

CKM precision, new physics in CP Violation
sin 2β/φ1 (B→ J/ψ KS) 0.03 0.04 0.012 0.005 0.011 0.002 0.003
γ/φ3 13º 5.4º 4.7º 1.5º 1.5º 0.4º 0.4º
α/φ2 4º – 2 0.6º – 0.3º –
|Vub| (Belle) or |Vub|/|Vcb| (LHCb) 4.5% 6% 2% 1% 3% <1% 1%
φs – 49 mrad – – 14 mrad – 4 mrad
SCP(B→η’ KS, gluonic penguin) 0.08 ○ 0.03 0.015 ○ 0.007 ○
ACP(B→KSπ0) 0.15 – 0.07 0.04 – 0.02 –
New physics in radiative & EW Penguins, LFUV
SCP(Bd→K* γ) 0.32 ○ 0.11 0.035 ○ 0.015 ○
R(B→K*l+l-) (1<q2<6 GeV2/c2) 0.24 0.1 0.09 0.03 0.03 0.01 0.01
R(B→D*τν) 6% 10% 3% 1.5% 3% <1% 1%
Br(B→τν), Br(B→K*νν) 24%, – – 9%, 25% 4%, 9% – 1.7%,  4% –
Br(Bd→µµ) – 90% – – 34% – 10%
Charm and τ 
ΔACP(KK-ππ) – 8.5×10-4 – 5.4×10-4 1.7×10-4 2×10-4 0.3×10-4

ACP(D→π+π0) 1.2% – 0.5% 0.2% – 0.1% –
Br(τ→e γ) <120×10-9 – <40×10-9 <12×10-9 – <5×10-9 –
Br(τ→µµµ) <21×10-9 <46×10-9 <3×10-9 <3×10-9 <16×10-9 <0.3×10-9 <5×10-9

Belle II  
Higher sensitivity to decays with 
photons and neutrinos (e.g. 
B→Kνν, µν), inclusive decays, 
time dependent CPV in Bd, τ 
physics. 

LHCb 
Higher production rates for ultra 
rare B, D, & K decays, access to all 
b-hadron flavours (e.g. Λb), high 
boost for fast Bs oscillations. 

Overlap in various key areas to 
verify discoveries. 

Upgrades  
Most key channels will be stats. 
limited (not theory or syst.). 
LHCb scheduled major upgrades 
during LS3 and LS4. 
Belle II formulating a 250 ab-1 
upgrade program post 2028.

arXiv: 1808.08865 (Physics case for LHCb upgrade II), PTEP 2019 (2019) 12, 123C01 (Belle II Physics Book)
○ Possible in similar channels, lower precision
– Not competitive.

Results on other D & τ 
modes expected
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Conclusion
• 60 fb-1 collected (much of it during Covid19 

travel restrictions): x10 or more each year since 
commencing in 2018.  

• Enough to explore the power of Belle II with 
performance control channels, and to start the 
flavour physics program in earnest. 

• Presented selected highlights with up to 10 fb-1 
with 2018+2019 data. 

• Dark sector publication on dark Z’, with ALPs 
and dark photons to come soon. 

• First competitive flavour publications within 
reach.
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https://cerncourier.com/a/first-physics-for-belle-ii/

Simulation of an e+e−→μ+μ−Z′ event in Belle II

Belle II Presentations at FPCP 
F. Abudinen, Belle II Highlights on first physics results 

R. Briere, Charm and Charmonium at Belle II 
S. Halder, Results and Prospects of Radiative and Electroweak 

Penguin Decays at Belle II  
M. Merola, CKM first measurements at Belle II 

S. Stefkova, Status and future development of the Full Event 
Interpretation algorithm at Belle II 

M. H. Villanueva, Tau physics highlights and prospects at Belle II


