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Introduction

This thesis work concerns the search for the process e+e− → µ+µ−Z′,Z′ → τ+τ− with
54.7 fb−1 of data collected in the first half of 2020 at the Belle II experiment. The results
obtained from the analysis are shown for a data sample of 5.47 fb−1, corresponding to the
10% unhided data. Additionally, the extrapolation to 80 fb−1 based on simulation is also
shown. The Belle II experiment is installed on the SuperKEKB accelerator, which is an
asymmetric electron-positron collider, located at KEK laboratory, Tsukuba, Japan.

The Standard Model of particle physics is the theory that currently describes with re-
markable accuracy the known particles and their interactions. Recently some tensions
between the theoretical predictions of the Standard Model and the experimental measure-
ments have been observed. For example: the measurement of the anomalous magnetic
moment of the muon (g− 2)µ deviates from the Standard Model prediction by 4.2σ , as
recently confirmed by the Muon g−2 experiment at Fermilab. Other anomalies in rare B
meson decays are observed by LHCb, Belle and BABAR, like the deviation of 3.7σ in the
angular distributions of the final state particles in the rare decay B → K∗µ+µ−. Moreover,
the Standard Model does not include the description of dark matter, whose gravitational
effects are observed and that constitutes the 26% of the matter in the Universe.
The observed deviations can be explained by introducing new physics in the theory through
extensions of the Standard Model, and one class of such extensions predict a collection
of hypothetical hidden particles interacting with the Standard Model particles, although
very weakly, through new dark gauge bosons. Similarly, it is also possible to introduce the
description of dark matter in the theory.
The experiments that search for new physics produced at colliders are based on two dif-
ferent approaches. The first consists in the search for new physics at the energy frontier,
examples that employ this approach are ATLAS and CMS experiments at LHC that aim
at searching new physics in the direct production of new particles in proton-proton col-
lisions, while the second consists in the search for new physics at the precision frontier.
The Belle II experiment is based on this approach, which aim at doing high precision mea-
surements in flavor physics that highlight deviations between the Standard Model and the
experimental observations, which could be interpreted through new physics models. The
sensitivity of the experiments on new physics depends on the model parameters, luminos-
ity of accelerators and performance of the detectors.

The purpose of this thesis is to investigate the production of a light dark gauge boson
Z′ in association with a µµ-pair in electron-positron annihilation at the center of mass
energy of 10.58 GeV. Through this analysis it is possible to limit the Lµ − Lτ model,
which introduces the boson Z′ by extending the symmetry group of the Standard Model,
U(1)Y ⊗SU(2)L ⊗SU(3)C, with the abelian group U(1)Lµ−Lτ

. This new symmetry leads
to an interaction term of the Z′ boson with muons, tauons and their neutrino counterparts,
while preserving the difference between the µ-leptonic number and the τ-leptonic number
in the processes. The Lµ −Lτ model is theoretically very well motivated and could explain
some of the observed experimental anomalies. Moreover, this particular analysis is a
first time search and can be considered a benchmark for other models that foresee a ττ
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resonance in µµττ final state.
The process analyzed is e+e− → µ+µ−Z′,Z′ → τ+τ−, where the muon pair is pro-

duced at the ϒ (4S) energy peak and the Z′ boson is radiatively emitted by one of the
two muons and decays to a ττ-pair, of which we reconstruct only 1-prong τ decays.
The signature of the process consists of two well identified muon tracks and two addi-
tional tracks coming from the interaction point. The signal yield is extracted by fitting
the distribution of the recoil mass against the muon pair with respect to the center of
mass momentum, which is expected to peak at the Z′ mass for signal events. Many Stan-
dard Model processes with four charged tracks in the final state contribute to the back-
ground, such as e+e− → τ+τ−(γ), e+e− → qq̄, e+e− → µ+µ−(γ), e+e− → e+e−µ+µ−,
e+e− → e+e−τ+τ− and e+e− → µ+µ−τ+τ−.
We apply a neural network based background rejection: we use the Multilayer Perceptron
(MLP) method of the Multivariate Analysis (MVA) package of ROOT. The MLP is trained
with 14 discriminating variables that can be classified in two groups: variables sensitive
to the presence of a resonance in the recoil system and variables sensitive to the presence
of a ττ-pair in the recoil system, where the recoil system is calculated with respect to the
µµ-pair in the final state. Before applying the MLP-based background rejection, we select
events with 4 tracks coming from the interaction point, two of them identified as muons,
while the remaining two (τ-daughters) are required to have at least one of the particle
identification variables, electron-ID (eID), muon-ID (µID) or hadron-ID (1−eID−µID),
larger than 0.5, and with an invariant mass of the four tracks M < 9.5 GeV/c2, to reduce
the impact of background components with a kinematics that closes at the ϒ (4S). As an
example, for MZ′ = 3.6 GeV/c2, the signal efficiency of the preselection is ∼33%, while it
becomes ∼13% after the MLP selection. From simulation, we estimate the sensitivity to
the coupling constant of Z′ to leptons, g′, and the cross section of the process as a function
of the Z′ mass, assuming an integrated luminosity of 80 fb−1, at 90% confidence level
(CL).

We perform data validation using control samples: the first named π+π−τ+τ− (CS1)
and the second named µ+µ−τ+τ− with Mrecoil < 3.4 GeV/c2 (CS2). In the first, we select
events with two well identified opposite charged pions in the final state (instead of muons),
so we are not sensitive to signal at all, and it allows to test the MLP selection on data for
a wide region of the recoil mass distribution. With the second, we are completely out
from the Mrecoil region where we expect to find signal; however, it has limitations due to
the fact that the MVA is trained in range 3.6-10 GeV/c2 and does not perform a reliable
data-MC comparison outside of that region of recoil mass distribution (MVA is trained
in range 3.6-10 GeV/c2). In general, we obtain a reasonable data-MC agreement, where
differences could be explained by the missing models in MC. To perform data validation
we also measure the trigger efficiency for one of the trigger lines used in the analysis (fff )
on data. It has been necessary to re-weight events in simulation, since trigger simulation
is currently missing in MC.

Finally, we perform a 10% data unhiding, corresponding to 5.47 fb−1 from which we
got the following upper limits at 90% CL: σ90%CL ∼ 2.72 fb and g′ ∼ 4.5× 10−2. The
analysis has not yet been approved by the Belle II collaboration, so the result obtained
with the 10% data unhided is not public and it can not be shown out of the context of this
thesis.

2



Below, we report the list of Chapters with the topic covered within each of them:

• Chapter 1 is dedicated to the physics motivations for the analysis. It contains a brief
introduction of the Standard Model of particle physics, a brief description of dark
matter and the possibility to include new physics in the theory, with the focus on
the Lµ −Lτ model. Finally, a brief description of the existing experimental limits
on different dark sector models, with a focus on the searches performed at e+e−

colliders, is presented.

• Chapter 2 is dedicated to the detailed description of the Belle II experiment, both the
detector and the SuperKEKB accelerator, with a general introduction to B-factories,
in particular for what concerns the physics that can be investigated by these experi-
ments and the analysis methods used. Finally, a brief description of the Belle II dark
sector dedicated triggers, software and computing is provided.

• Chapter 3 is dedicated to an overview of the analysis of the process e+e−→ µ+µ−Z′,
Z′ → τ+τ− describing the characteristics of the signal events and of the background
processes, as well as the discriminating variables, that are described in detail. The
concept of Multivariate analysis is briefly introduced, as well as a brief description
of MLP and BDT methods, that has been tested during the analysis, and the Mul-
tivariate Analysis strategy applied is discussed. Finally, checks of model indepen-
dence using leptophilic dark scalars and axion-like particles models are presented.

• Chapter 4 is dedicated to the signal modeling and the description of the fit procedure
designed to extract the signal yield.

• Chapter 5 is dedicated to the description of the control samples, data validation and
the estimate of systematic uncertainties.

• Chapter 6 is dedicated to the sensitivity estimate based on simulation, to the imple-
mentation of the Look-elsewhere effect and a preliminary measurement based on
10% data unhiding.

Finally, this thesis will conclude with the discussion about the results obtained from the
analysis presented, and its future perspectives at Belle II.
In addition to the analysis work, during the three years of Ph.D I actively took part in the
operation of the Silicon Vertex Detector in particular taking the role of SVD operation
coordinator during the 2020 and 2021 data taking periods.
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1. Physics Motivations

The Standard Model of particle physics describes successfully the phenomenology of the
constituent particles of matter and their interactions, but it is an incomplete theory. It is
known that the 26% of the matter of the Universe is composed by dark matter of which
gravitational effects are observed. However, the Standard Model does not contain a de-
scription of dark matter. Furthermore, experiments observed some tensions between the
Standard Model predictions and experimental results that suggest the possibility to include
new physics through a more extended theory than current Standard Model. A possibility
to include new physics that could explain discrepancies and describe dark matter is what
is called the dark sector. It foresees a new group of particles that interact with Standard
Model particles, although very weakly, and hence it is possible in principle to observe them
in precision experiments. In this chapter the Standard Model and dark matter are briefly
introduced and some possible extension of the Standard Model are described, emphasiz-
ing the Lµ − Lτ model that is of particular interest for this thesis work. The possibility
to investigate the dark sector in accelerators will also be covered, in particular for what
concerns the searches at e+e− colliders.

1.1 Introduction to the Standard Model of particle physics

The Standard Model of fundamental interactions is the theory that describes the constituent
particles of matter and three of the four fundamental physics interactions between parti-
cles: the electromagnetic interaction, the weak interaction and the strong interaction. Ele-
mentary particles are divided in two categories: fermions, with half-integer spin, following
the Fermi-Dirac statistics and bosons, with integer spin and following the Bose-Einstein
statistics. Matter is composed of fermions grouped in three generations of quarks and lep-
tons.
Leptons are sensitive to electromagnetic and weak interactions while quarks are sensitive
to all three kinds of interactions. The three generations of leptons are organized in doublets
composed by a charged leptons (e,µ,τ) with charge −e, which interact electromagneti-
cally and weakly, and by neutral leptons, the neutrinos (νe,νµ ,ντ ), which interact only
weakly. A different lepton number, Le,µ,τ , is associated to each generation: generally it
is a conserved quantum number in interactions, however violations to the conservation of
lepton number are possible, neutrinos in fact can oscillate, changing family. An anti-lepton
with the same mass of the respective lepton and opposite quantum numbers is associated
to each lepton.
The three generations of quarks are organized in doublets of u-type quarks, characterized
by a charge of +2/3e, and d-type quarks, characterized by a charge of −1/3e. Each of six
quarks has a different flavour. An anti-quark with the same mass of the respective quark
and opposite quantum numbers is associated to each quark. Quarks have an additional
quantum number connected to strong interactions called color. Differently from leptons,
it is not possible to observe isolated quarks because of the phenomenon called confine-
ment, derived in the theory of strong interactions, implying that only color singlets can
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be observed. Two kinds of color singlets are known, bound states of two quarks, mesons,
or three quarks, baryons. The three generations of leptons and quarks have very different
masses as shown in Table 1.1 [1], called a mass hierarchy.

Leptons Quarks

Charge Le = 1 Lµ = 1 Lτ = 1 Charge

0
− 1

(
νe
e

) (
νµ

µ

) (
ντ

τ

)
+ 2/3
− 1/3

(
u
d

)
i

(
c
s

)
i

(
t
b

)
i

Me = 0.511 MeV/c2 Mu = 2.2 MeV/c2

Mµ = 105.7 MeV/c2 Md = 4.7 MeV/c2

Mτ = 1777 MeV/c2 Mc = 1.28 GeV/c2

Mν ∼ eV/c2 Ms = 96 MeV/c2

Mt = 173.1 GeV/c2

Mb = 4.18 GeV/c2

Table 1.1 Elementary fermions of Standard Model. The i = 1,2,3 subscript in quarks generations
is the number of colors. Each quark exists in three different colors and in the SM there are six
leptons and eighteen quarks. To each of these particles is associated an anti-particle. The value of
masses reported in this table are taken from the Particle Data Group (PDG) [2].

The Standard Model is a quantum gauge theory based on the symmetry group U(1)Y ⊗
SU(2)L ⊗ SU(3)C. The electroweak theory (EW) (the unified theory of electromagnetic
interaction (QED) and weak interaction) is described by the gauge group U(1)Y ⊗SU(2)L.
It introduces the vectorial gauge fields Bµ , relative to U(1)Y , and W a

µ where a = 1,2,3, rel-
ative to SU(2)L. After spontaneous symmetry breaking U(1)Y ⊗SU(2)L → U(1)e.m. and
diagonalization of the gauge boson mass terms, the photon Aµ and the weak interaction
bosons, W±

µ and Zµ , become explicit fields in the theory. There is no mass term associated
to the gauge field of the photon because of the residual symmetry of the Lagrangian under
the group U(1)e.m., while the mass terms of the gauge fields W±

µ and Zµ appear explicitly
in the theory. The spontaneous Lagrangian gauge symmetry breaking is possible through
the introduction of the complex scalar field doublet of SU(2) φ , known as Higgs field, and
its potential V (φ †φ) of the form

V (φ †
φ) = λ [φ †

φ − v2

2
]2 (1.1)

where λ is adimensional and v is the vacuum expectation value that has the dimension of
a mass. This potential allows the spontaneous symmetry breaking because its ground state
is not invariant under the symmetry. This mechanism is known as Higgs mechanism and
it explains how fermions take mass interacting with the Higgs field.
The strong interaction theory is described by quantum chromodynamics (QCD) and it is
based on the gauge group SU(3)C that introduces the vectorial gauge fields of the gluons,
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GA
µ where A = 1, ...,8.

From this theoretical framework it is derived that interactions are mediated by spin-1 gauge
bosons. The photon γ is the non-massive mediator of electromagnetic interactions, the W±

bosons are the massive mediators of the charged current weak interaction, the Z0 boson is
the massive mediator of the neutral current weak interaction and finally the eight gluons g
are the non-massive mediators of the strong interaction between quarks.
The theory is completed by the massive scalar Higgs boson that is introduced in the Stan-
dard Model through the Higgs mechanism. Standard Model bosons are shown in Table
1.2
[1]. The Lagrangian of the Standard Model is [1]:

Weak (s = 1) Electromagnetic (s = 1) Strong (s = 1) Higgs (s = 0)

W±, Z0 γ gA H

MW± = 80.4 GeV/c2 Mγ = 0 GeV/c2 Mg = 0 GeV/c2 MH = 125 GeV/c2

MZ0 = 91.2 GeV/c2

Table 1.2 Elementary bosons of Standard Model. The photons, the Z0 boson and gluons are
electromagnetically discharged and they have no anti-particles associated to them. Gluon carry
the color charge, the quantum number connected to strong interaction. The A = 1, ...,8 subscript
denotes the eight gluons. W− and W+ bosons are electromagnetically charged and W− is the anti-
particle of W+.

L = Lkin +LEW +LQCD +LHiggs +LY

Lkin =−1
4

BµνBµν − 1
4

W a
µνW µν

a − 1
4

GA
µνGµν

A

LEW = Q̄iiγµDµQi + ūiiγµDµui + d̄iiγµDµdi+

+ L̄iiγµDµLi + ēiiγµDµei

LHiggs = |Dµφ |2 −V (φ †
φ)

LY =−Λ
′
i jφ̃ Q̄iu j −Λi jφ Q̄id j −λe,i jφ L̄ie j +h.c.

LQCD = ψ̄iγ
µgSTA,i jGA

µψ j

(1.2)

where

GA
µν ≡ ∂µGA

ν −∂νGA
µ +gS f ABCGB

µGC
ν

Dµ ≡ ∂µ − i
g′

2
Y Bµ − i

g
2

τaW a
µ

(1.3)

The couplings g and g′ are associated with Bµ and W a
µ . Y is the value of the weak hyper-

charge of fields interacting with the Bµ field, and τa are the Pauli matrices whose eigenval-
ues are the weak isospin of particles interacting with the W a

µ fields; λe,i j, Λi j and Λ ′
i j are
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the matrix of Yukawa coupling, respectively between leptons, d-type quarks and u-type
quarks with the Higgs field.
Lkin is the kinetic term of gauge bosons, containing also the self-interaction terms of
gauge bosons; f ABC, that appear in the definition of GA

µν , are the structure constants of
SU(3).
LEW is the part of the electroweak theory describing the interaction between fermions and
U(1)Y ⊗SU(2)L gauge bosons; i sums over the three generations of fermions; Q, u, and d
are the left-handed doublet, right-handed singlet up, and right handed singlet down quark
fields; and L and e are the left-handed doublet and right-handed singlet electron fields.
LQCD is the quark-gluons interaction term, gS is the coupling of strong interaction, ψi is
the quark field in the fundamental representation of the SU(3) gauge group, indexed by
i, j = 1,2,3, TA,i j are the infinitesimal SU(3) generators in the fundamental representation.
LHiggs describes the interactions of the Higgs boson with the gauge bosons of electroweak
theory, its self-interactions and its kinetic term.
LY describes the interactions between fermions and Higgs field; as for LEW , Q and L
are respectively the left-handed doublet quark and lepton fields, while u, d and e are re-
spectively the right-handed singlet up, the right handed singlet down quark fields and
the right-handed singlet electron fields, where i and j sum over the three generations of
fermions; φ̃ is the charge conjugated Higgs field.
The Higgs field φ is a doublet of SU(2)L, hence the gauge invariance of LY is preserved
[1].

The flavour changing transitions between quarks are mediated by charged current weak
interactions. Nicola Cabibbo explained for the first time that the transitions between up-
type and down-type quarks are possible in weak interactions, although the transitions be-
tween quarks that belong to different generations are suppressed with respect to transitions
between quarks belonging to the same generation [3]. In order to explain the suppression,
he introduced the eigenstates of weak interactions (d′,s′) as a linear combination of the
eigenstates of mass (d,s) that can be expressed through the mixing matrix in Equation 1.4,
where θC is called Cabibbo angle and from experimental observations Cabibbo estimated
that θC ≃ 0.23. (

d′

s′

)
=

(
cosθC sinθC
−sinθC cosθC

)(
d
s

)
(1.4)

The Cabibbo theory explains the flavour changing transitions if only two quark families are
considered. The extension to three quark families is provided by the Cabibbo-Kobayashi-
Maskawa (CKM) mixing matrix of quarks. The CKM matrix have four free parameters:
three real angles θi j and a complex term eiδ that is responsible for the CP violation in
weak interactions as shown in the following equation that shows the CKM matrix in the
standard parametrization [1].
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Vi j =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

=

=

 c12c13 s12c13 s13eiδ

−s12c13 − c12s13s23eiδ c12c23 − s12s13s23eiδ c13s23
s12s23 − c12s13c23eiδ −c12s23 − s12s13c23eiδ c13c23

 (1.5)

The ci j and si j terms are respectively defined as ci j = cosθi j and si j = sinθi j. The complex
phase iδ is responsible for the CP violation.
The CKM matrix can be expressed in the basis of the independent parameters (A, λ , ρ ,
η) through the Wolfenstein parametrization:

Vi j =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

=

 1− 1
2λ 2 λ Aλ 3 (ρ − iη)

−λ 1− 1
2λ 2 Aλ 2

Aλ 3 (1−ρ − iη) −Aλ 2 1

+

+o
(
λ

4) (1.6)

In this parametrization, the imaginary part η is connected with the complex phase δ , hence
it gives rise to the CP violation in weak interactions. This parametrization highlights that
transitions between quarks of the same generations are favored, indeed diagonal terms
are close to 1, while transitions between quarks of different generations are suppressed,
indeed off-diagonal terms are proportional to increasing powers of the small parameter λ ,
which corresponds to the sine of the Cabibbo angle.

CKM is a unitary matrix, i.e. ΣiVi jVik
∗ = 1. This property defines some relations be-

tween the CKM matrix elements: for example, the relation VudVud
∗+VusVus

∗+VubVub
∗= 1

means that the total probability of transition of the quark u in a down-type quark is 1, while
the relations VudVub

∗+VcdVcb
∗+VtdVtb

∗ = 0 means that the quark d and the quark b are
orthogonal states, hence a transition between them is not possible.
The relations defined by Σi, j,kVi jVik

∗ = 0 for j ̸= k can be represented through unitarity
triangles. For example, the relation VudVub

∗+VcdVcb
∗+VtdVtb

∗ = 0 can be represented by
the unitarity triangle in the (ρ,η) plane shown in Figure 1.1, where the sides of the triangle
have been normalized respect to the quantity VcdVcb

∗. The top vertex of the triangle has
coordinates (ρ̄, η̄), where ρ̄ = ρ

(
1−λ 2/2

)
and η̄ = η

(
1−λ 2/2

)
. The angles α , β and

γ are associated to the CKM matrix elements by the following relations:
α = arg

[
VudVub

∗

VtdVtb
∗

]
, β = arg

[
VtdVtb

∗

VcdVcb
∗

]
and γ = arg

[
VcdVcb

∗

VudVub
∗

]
. An overview of the most recent

experimental limits on the unitarity triangle parameters are shown in Figure 1.2 [4].
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Figure 1.1 The unitarity triangle associated with the relation VudVub
∗+VcdVcb

∗+VtdVtb
∗ = 0. The

sides of the triangle have been normalized respect to the quantity VcdVcb
∗.

Figure 1.2 Constraints on the CKM matrix parameters in the (ρ̄, η̄) plane obtained from all the
experimental measurements. The most probable position of the unitarity triangle vertex is into the
red circle.
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1.2 Introduction to dark matter
The first evidence of dark matter was attributed to the Swiss physicist F. Zwicky, who
measured the rotational velocity of galaxies in the Coma cluster in 1933. Galaxies are
composed of a spherical bulk of radius Rb, in the central region, and of a galactic disk
of radius RG. From the Newton’s law, the rotational velocity v of an object rotating on
a stable Keplerian orbit of radius r is v(r) =

√
M(r)G/r, where M(r) is the mass of the

galaxy contained inside the radius r. If r ≥ RG then M(r) = MG, where MG is the mass
of the galaxy, and v(r) ∝ r−1/2. The experimental measurement performed by Zwicky
and confirmed by subsequent experiments shows that for r > RG the rotational velocity
is v(r) = const, as shown in Figure 1.3, which suggests the presence of a dark halo with
mass density of ρ ∝ 1/r2, i.e M(r) ∝ r [5].

Figure 1.3 Rotational velocity curves of the NGC 3198 galaxy. Dots with error bars show
the experimental data. Halo curve is based on a mass model assuming a = 8.5 kpc, γ = 2.1,
ρ(R0) = 0.0040 M0 pc−3: a is linked to the bulk radius, R0 is the fiducial radius of the halo, γ is
an appropriate parameter of the mass model and ρ(R0) is the mass density of the halo. The image
was taken from the article by Albada et al. (1985) [6].

Other observations based on the mass distribution in the Universe, suggest the presence
of dark matter in galaxies. For example: elliptical galaxies show evidence for dark matter
through gravitational lensing effects; observations of X-rays from hot gas in hydrostatic
equilibrium, filling the dark halo of elliptical galaxies, provides evidence of dark matter;
the velocity dispersion of spiral galaxy satellites suggest the presence of dark halos char-
acterized by radii ≥ 200 kpc; the velocity dispersion of dwarf spheroidal galaxies suggest
the presence of higher mass compared to the mass of visible matter, and so on. Further-
more, some estimates of dark matter mass density in the Universe, consistent with the
Big Bang cosmological model, are provided by precise measurements of the cosmologi-
cal parameters through the study of Cosmic Microwave Background Radiation (CMBR)
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fluctuations [5].
A simple explanation for the presence of dark matter is provided by the hypothesis of cold
dark matter that consists of non-relativistic massive particles. Possible candidates of cold
dark matter are the Weakly Interactive Massive Particles (WIMPs), briefly introduced be-
low, however there is not a verified explanation for dark matter, and many other possible
models exist.

Figure 1.4 Freeze-out of a massive particle species derived from the Boltzmann equation. The
variable Y (x) is the numerical density of a particular particle species χ normalized to the entropy
density s of the particle system in a volume a3, where a is the scale factor of the Universe. The
x f parameter is defined as x f = mχ/Tf , where m is the mass of the χ particles and Tf is the
temperature at the freeze-out. The solid line is the value of Y at thermal equilibrium, Yeq. For a
certain value of x f , χ particles leave the thermal equilibrium, Y becomes constant (dashed lines)
and it represents the current abundance, Yreal . In the plot the ratio Y (x)/Y (x = 1) as a function of x
is shown. At higher values of the annihilation rate σv, corresponds a smaller relic abundance. For
WIMPs x f ≈ 20. The plot is taken from [7].

WIMPs They are hypothetical massive particles that interact with a self-annihilation
cross section of ∼ 3 · 10−36 cm2. A non-relativistic particle that interacts weakly comes
out from thermal equilibrium since its annihilation rate differs from its production rate.
This can occur for two reasons in particular: lighter particles have not sufficient kinetic
energy to produce heavier particles through interactions, and the rate of expansion of the
Universe becomes higher than the interaction rate. At a certain time, the numerical density
of heavier particles of a particular species becomes too small and those particles can’t
interact anymore, so the conditions of thermal equilibrium fail. This particular process
is called freeze-out and the density of those heavier particles, since it does not change
anymore, is called relic density. The Boltzmann equation describes the coming out of
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particles from thermal equilibrium [8], in terms of the numerical density normalized to the
entropy density of the particle system, Y . Figure 1.4 shows the freeze-out of a massive
particle species derived by the Boltzmann equation.
The relic density is inversely proportional to the annihilation rate. Assuming x = m/T ≈
20, where m is the mass of the DM particle and T is the temperature at the freeze-out, and
Ω0,DM = 0.3, a cross section of σ ≃ 3 ·10−36 cm2, which is a typical cross section of weak
interaction, is obtained for WIMPS. Assuming WIMPs interacting via weak interaction, a
mass of the magnitude of the TeV/c2 is estimated. Supersymmetric (SUSY) extensions of
the Standard Model predict new particles with the same characteristics of WIMPs: this is
known as WIMP Miracle [9].
The limit to the minimum mass of WIMPs was calculated by B. Lee and S. Weinberg to
be a few GeV/c2, assuming the annihilation cross section of weak interaction [5]. The
Lee-Weinberg bound can be avoided if the mediator responsible for WIMP annihilation
is something else than the Standard Model gauge bosons (Z,W and H). in that case, dark
matter masses below a few GeV/c2 are possible. Dark matter characterized by sub-GeV/c2

mass is called light dark matter and it is well motivated by several theoretical models [5,
10–14].

Experiments sensitive to WIMPs with masses in the range GeV/c2-TeV/c2 have not
found interesting signals yet, for this reason theoretically well-motivated models that in-
troduce light dark matter candidates with a mass in the range keV/c2-GeV/c2 and consis-
tent with the observed history of the Universe have been developed. Light dark matter
particles could be part of a dark sector that could interact with Standard Model particles
through a dark mediator that is charged under both sectors, Standard Model and dark sec-
tor. Figure 1.5 shows the 90% confidence level upper limit on the WIMP-nucleon cross
section from the XENON1T experiment [15]. A large region above a WIMP mass of 6
GeV/c2 has been excluded, leaving access to masses above few GeV/c2, called light dark
matter, assuming that dark matter is part of a wider dark sector that also include mediators
of interactions.
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Figure 1.5 90% confidence level upper limit on the WIMP-nucleon spin independent elastic cross
section σSI from the XENON1T experiment (thick black line) with the 1σ (green) and 2σ (yellow)
sensitivity bands. Previous results from LUX [16] and PandaX-II [17] are shown for compari-
son. The inset shows these limits and corresponding ±1σ bands normalized to the median of the
XENON1T sensitivity band. The normalized median of the PandaX-II sensitivity band is shown
as a dotted line.

1.3 Standard Model extensions

Several mechanisms for dark matter production suggest the existence of light dark matter
with masses in the range keV/c2-GeV/c2. Limits on dark matter mass depends on the
dark matter production mechanism. As example, the freeze-out, briefly described above,
admits sub-GeV/c2 light dark matter, assuming that dark matter is part of a wider dark
sector that also include mediators of interactions [18].
Several theoretical scenarios introduce light dark matter weakly coupled with the Standard
Model through different possible light dark sector mediators by extending the Standard
Model through new gauge symmetries. The interactions between Standard Model and
dark matter are classified by different portals, which depend on the spin and the parity of
the dark sector mediator itself, requiring gauge and Lorentz symmetries of the Lagrangian.
Portals are listed below:

The Vector Portal L ⊃− ε

2BµνF ′µν , where Bµν = ∂µBν −∂νBµ is the tensor field
of U(1)Y and F ′µν = ∂ µA′ν −∂ νA′µ is the tensor field of an additional U ′(1) that extends

13



the gauge group of the Standard Model. The A′ field represents the vector mediator intro-
duced by the vector portal through the kinetic mixing.
Considering a model with a gauge symmetry with respect to the group U(1)⊗U ′(1), the
kinetic mixing term can be naturally introduced in the Lagrangian. The kinetic mixing
process can only take place between two abelian gauge groups since the resulting mixing
term is gauge invariant under the symmetry U(1)⊗U ′(1), in fact the individual tensor
fields are gauge invariant under the respective gauge group [19, 20]. The introduction of
the kinetic mixing term makes the ordinary kinetic term no more diagonal. Being Bµ and
Xµ the fields associated respectively to U(1) and U ′(1), it is easy to verify that the kinetic
term can be returned to its canonical form by redefining the field associated to the U(1)
group as Bµ → Bµ −εXµ . In the minimal model [18], the dark photon A′ is a vector boson
introduced extending the Standard Model with a dark U ′(1) gauge symmetry that mixes
with the hypercharge group U(1) = U(1)Y . After the spontaneous breaking symmetry
from a Higgs field of the dark sector, the dark photon acquires mass and it mixes with the
Standard Model photon thorugh the kinetic mixing mechanism. The kinetic mixing matrix
can be diagonalized and renormalized by redefining the fields. The physics gauge fields
are those for which the kinetic term assumes its canonical form. The interaction term
between the dark photon and the electromagnetic current Lint ⊃ εA′

µJSM
µ arises spon-

taneously in the theory, where ε is the strenght of the interaction, which makes explicit
the coupling between the Standard Model and the dark sector particle. Depending on its
mass, the dark photon can decay to Standard Model particles, A′ → l+l−,h+h− (l =lepton,
h =hadrons), or in dark matter particles χ if kinematically accessible.

The Higgs Portal L ⊃ (µφ +λφ 2)H†H, where φ is the dark sector scalar media-
tor that interacts with the Standard Model Higgs boson H, and µ and λ are appropriate
parameters. A scalar dark sector mediator can interact with Standard Model through this
portal.

The Axion Portal L ⊃ a
fa

Fµν F̃µν , where Fµν = ∂µAν −∂νAµ is the tensor field of
the Standard Model photon, F̃µν is the dual tensor field of Fµν and a is the dark sector
pseudoscalar mediator. The axion portal is suppressed by the mass scale fa. The axion,
introduced by R. Peccei and H. Quinn to solve the strong CP problem, can be a dark sector
pseudoscalar mediator. Axion-like-particles (ALPs) are a generalized form of the axion.

The Neutrino Portal L ⊃ ynLHN, where yn is a Yukawa coupling, N is a fermionic
mediator that belongs to the dark sector, H is the Standard Model Higgs boson and L is a
lepton doublet of SU(2). N is a fermionic mediator analogous to a right-handed neutrino
with a Yukawa coupling yn.

1.3.1 The Lµ −Lτ model
It is possible to consider another extension of the Standard Model, exploiting the kinetic
mixing mechanism, which introduces a dark vector boson Z′ with mass of O(MeV)−O(GeV)
that can be copiously produced in e+e− colliders. The Z′ boson could be a mediator of
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a new kind of interaction between the Standard Model and the dark sector. Of particular
interest is the search for a Z′ introduced by a theoretically well motivated model called
Lµ −Lτ [21]. In this model the Z′ has a coupling only to the second and third generation
of leptons through the lagrangian term L = ∑l θg′l̄γµZ′

µ l, where θ = +1 if l = µ,νµ ,
θ = −1 if l = τ,ντ , and g′ ∼ 10−6 −10−2, where g′ is the coupling constant of the Z′ to
leptons. Such a Z′ does not couple with e and νe. The equations for the partial widths are,

ΓZ′→l+l− =
(g′)2MZ′

12π

(
1+

2m2
l

M2
Z′

)√
1−

4m2
l

M2
Z′

θ(MZ′ −2Ml)

ΓZ′→νν̄ =
(g′)2MZ′

24π

(1.7)

Note that for MZ′ ≫ ml , the branching ratio (BR) to one neutrino species is half of the
branching ratio to one charged lepton flavour. The reason is that the Z′ only couples to
left-handed neutrino chiralities whereas it couples to both left- and right-handed charged
leptons. Figure 1.6 shows the value of the BR(Z′ → f f ) as a function of the Z′ mass.

  

BR Z’ → μ+μ-

BR Z’ → τ+τ-

BR Z’ → νν

Figure 1.6 BR(Z′ → f f ) as a function of the Z′ mass. The νν̄ BR includes both νµ and ντ .

ZZZ′′′ →→→ ττττττ decay The topic of this thesis is the search for a visible Z′ boson of the Lµ −Lτ

through the process e+e− → µ+µ−Z′,Z′ → τ+τ−, where the Z′ is radiatively emitted by
one of the two muons, produced in the electron-positron collision at the center-of-mass
energy of 10.58 GeV, and decays in a ττ pair. The Feynman diagram of the process is
shown in Figure 1.7. The Lµ −Lτ model is theoretically very well motivated [22]. In this
section we will discuss theoretical and experimental motivations.
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Figure 1.7 Feynman diagram of the process e+e− → µ+µ−Z′,Z′ → τ+τ−.

Theoretical motivations

• Solution to the anomalous magnetic moment of the muon. In models dealing with a
dark photon candidate in the mass range of O(MeV–GeV), like the Z′ boson is, one
of the most important constraint on the coupling of the dark sector with the Standard
Model derives from the anomalous magnetic moment of the muon, aµ = (gµ −2)/2.
The gyromagnetic moment of the muon gµ is one of the best known quantities in
physics, both experimentally and theoretically, and very sensitive to New Physics
through loop corrections. Currently, the experimental results deviates from Standard
Model prediction of 4.2σ , as recently confirmed by Fermilab [23]. The contribution
arising from the additional exchange term due to the dark photon or a dark Z′ would
go in the right direction to explain the observed deviation [24]. For the sake of
completeness, the recent calculation performed by the BMW collaboration reduces
the discrepancy of the Muon (gµ −2) experiment to 1.56σ [25].

• Neutral-current B-meson decays: decays involving b → sll transitions, where l rep-
resents a lepton, are suppressed in the Standard Model and sensitive to virtual con-
tributions from new particles. Recent measurements by LHCb [26, 27] and Belle
[28] on the branching ratio

RK(∗) =
B → K(∗)µ+µ−

B → K(∗)e+e−
(1.8)

observed a deviation of 2.5σ from the Standard Model predictions. The measured
RK(∗) < 1 indicate Lepton Flavour Universality Violation (LFUV) that can be real-
ized through neutral vector bosons. Moreover,LHCb collaboration observed a de-
viation of around 3.7σ from theoretical predictions in angular distributions of the
final state particles in the rare decay B → K∗µ+µ−, which can lead to a viable way

16



to search for new physics. Therefore, of special interest are the new physics mod-
els that generate the vector coupling to muons. The Z′ boson of the anomaly-free
Lµ −Lτ model is one of the most promising candidate explanation for the discrep-
ancy observed by LHCb collaboration [29].

• Charged-current B-meson decays: in addition to neutral-current B-meson decays
anomalies, differences between the expected branching fraction and the measured
one are observed also in the charged-current B-meson decays. In particular, the
experimental measurements of RD(∗) , defined as

RD(∗) =
B → D(∗)τν

B → D(∗)lν
(1.9)

where l = e,µ , differ from Standard Model prediction of 3σ [30, 31]. Also in this
case the Lµ −Lτ model is one of the most promising models that can explain the
observed deviations.

• In addition, the model Lµ − Lτ can easily explain the observed dark matter relic
abundance through the decay of the Z′ boson in the early universe that produces a
sufficient quantity of sterile neutrinos [32].

Experimental motivations Currently no experimental results for the search for a Z′

resonance recoiling against a muon pair in µ+µ−τ+τ− final state exists, and it can be
considered a benchmark model with the possibility to reinterpret the results found for the
Z′ boson of the Lµ −Lτ in other models, and in particular those with τ+τ− resonance in a
µ+µ−τ+τ− final state, like axion-like particles and leptophilic dark scalars. In particular:
for what concerns the leptophilic dark scalar model, with our seach we could probe the
region of parameters for masses above 7 GeV/c2 that it is not covered from the BABAR
search in a leptophilic dark scalar produced in the process e+e− → τ+τ−φL,φL → l+l−,
where (l = e,µ). The lagrangian of interaction od the darkscalar with leptons is [33–36]:

L =−ξ ∑
l=e,µ,τ

ml

v
l̄φLl (1.10)

where ξ denotes the flavor-independent coupling strength to leptons, ml is the lepton mass
and v = 246 GeV is the Standard Model Higgs vacuum expectation value; for what con-
cerns axion-like particles (ALPs), in particular for models where ALP-photon coupling
is negligible, the process we are searching for is favored by the fact that the coupling to
leptons is Yukawa-like and if the ALP is heavy enough to decay into τs, the branching
ratios for decays into lighter leptons will be disfavoured, and it will only be possible to
reconstruct the decay in the heaviest lepton that is kinematically allowed [37, 38]. The
decay rate of ALP to leptons is

Γ(ALP → l+l−) =
mALPm2

l
8πΛ 2 |ce f f

ll |2
√

1−
4m2

l

m2
ALP

(1.11)

where mALP is the mass of the axion-like particle, ml is the mass of the lepton and |ce f f
ll |

is the effective ALP-lepton coupling
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The analysis is challenging because of the very high background expected for this pro-
cess. In particular selecting 1-prong τ decays the analysis is favored by the high branching
ratio of 84%, but the expected background could be very hard to reject, while selecting
3-prong τ decays the statistics is reduced because of the 15% branching ratio. Moreover,
the presence of neutrinos in the final state makes it impossible to exploit the kinematic
constraint that the energy of the reconstructed final state in the center-of-mass frame is
at the ϒ (4S) resonance. Still, the B-factory clean environment should allow obtaining
interesting results from this analysis as discussed in the following sections.

1.4 Detection of dark matter
There are three possible detection methods to investigate dark matter: direct detection,
indirect detection and the direct production in laboratories. The first search for the scat-
tering of dark matter particles on ordinary matter particles, the second search for products
of annihilation or decay of dark matter in Standard Model particles, the third search for
dark matter candidates can be produced in Standard Model particle annihilations resulting
in several signatures which involve dark matter mediators.

Direct detection Experiments are based on the idea that our galaxy is filled with WIMPs
that should cross the Earth, because of the motion of the solar system. This kind of ex-
periments search for low-energy signals due to the recoil of nuclei, after the interaction
between WIMPs and nuclei. The recoil energy, often producing scintillation light, is mea-
sured by sophisticated detection systems. Clearly many sources of background such as
cosmic neutrino interactions and natural radioactivity can mimic the WIMP signal and
must be carefully controlled. Because of the motion of the Earth around the Sun, the sig-
nal due to the recoil of nuclei is expected to be modulated with a period of one year. The
sensitivity of direct detection experiments depends on the cross section of WIMP-nuclei
interaction, and on the density and the velocity distributions of WIMPs in the galaxy, [5].
Many experiments searching for WIMP-nuclei interactions exist. The DAMA experiment,
located at INFN laboratories under the Gran Sasso, claims the discovery of WIMPs be-
cause it observes an annual modulation of the signal consistent with the detection of a
WIMP with a mass of 60 GeV/c2 and a WIMP-nuclei scattering cross section of ∼ 10−41

cm2 [39]. The DAMA experiment results have not been confirmed by other experiments
yet.

Indirect detection Experiments search for the products of annihilation or decay of dark
matter particles. In regions of the space in which there is high density of dark matter parti-
cles, they can annihilate producing Standard Model particle pairs. In addition dark matter
particles could be unstable and decay in Standard Model particles that can be detected.
Some important results in Indirect detection have been provided by PAMELA, FERMI
and AMS experiments. PAMELA experiment measured the fraction of positrons in cos-
mic rays, φ(e+)/(φ(e+)+ φ(e−)), observing that it increases with energies in the range
1.5-100 GeV, [40]. Antiparticles are a small fraction of cosmic rays and they are ex-
pected to be produced in interaction between cosmic rays nuclei and atoms in interstellar
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medium. Antiparticles can be produced also in pulsars, microquasars or by annihilation of
dark matter particles. The interaction of cosmic rays nuclei with interstellar gas produce
charged pions that decay in positrons and neutrinos, but the production of positrons from
pion decays is in tension with PAMELA results. Understanding the excess of positrons is
not simple because it requires a reliable model of positron production by pulsars or other
astronomical objects. A recent measure of the positron flux on Earth confirm pulsars as
a source of positrons but may exclude pulsars as the origin of the excess of positrons in
cosmic rays [41]. FERMI experiment measured the excess of positrons in cosmic rays
with energies in the range 20-200 GeV, confirming PAMELA measurement [42]. At the
same way, AMS experiment confirmed what observed by PAMELA and FERMI up to 500
GeV, observing also a tendency to decrease around 350 GeV [43].

Direct production If the interaction of dark matter with Standard Model particles oc-
curs, it may be possible to produce dark matter particles in Standard Model particle in-
teractions involving hidden mediators. Since dark matter particles have negligible inter-
actions with ordinary matter, they may be detected as missing energy. The search for
hidden particles mediating the interaction between dark matter and Standard Model has
been actively pursued by several kind of experiments, among which fixed-target experi-
ments and colliders. For what concerns the former, electron-beam and proton-beam fixed-
target experiments are sensitive to different mass ranges and both have unique discoveries
potential of dark matter particles. In these experiments, dark matter is produced, for ex-
ample, in meson decays, like π0 → γA′,A′ → χχ̄ or in the reactions pZ → pZ(A′ → χχ̄),
eZ → eZ(A′ → χχ̄). Moreover, it is also possible to search for visible decays of dark sec-
tor mediators, for example the process π0 → γA′,A′ → e+e− [44]. A couple of fixed-target
experiment and their capabilities in dark matter search is briefly described below:

• NA64 is an existing experiment at CERN Super Proton Synchrotron (SPS) [45] com-
bining the active beam dump and missing energy techniques to search for rare events
in electron-nuclear fixed-target collisions. Dark matter is produced in beam-target
collisions and registered as missing energy, which is measured from the electromag-
netic shower of the recoil electron in a downstream electromagnetic calorimeter. The
primary goal of the experiment is to search for light dark bosons from dark sector
that are coupled to photons, such as dark photons, or sub-GeV Z′ coupled only to
quarks. The experiment can also search for meson (π0, KS, KL, η) invisible de-
cays. Recent results on upper limits to the kinetic mixing parameters are reported in
Reference [46];

• LDMX [47] is a proposed experiment designed to search both for dark matter and
mediator particles produced in the sub-GeV mass region in electron-nuclear fixed-
target collisions. It is similar to NA64 and will use reaction eZ → eZ(A′ → χχ̄)
for the dark photon search. LDMX sensitivity to the kinetic mixing parameter ε is
expected to be ∼ 10−7 for mA′ = 1 MeV/c2.

• PADME at Laboratori Nazionali di Frascati (LNF) [48] is used to search for dark
photon through the process e+e− → γA′,A′ → inv.. The expected sensitivity on
kinetic mixing parameter is ε2 ≥ 10−7 for mA′ < 26 MeV/c2.
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For what concerns the latter, many experimental techniques exist, such as experiments at
e+e− colliders that search for light dark matter with a mass of O(MeV/c2)−O(GeV/c2),
but also for visible and invisible light dark sector mediators introduced in the theory
through Standard Model extensions. Light dark matter particles can be produced also
at high-energy colliders through direct production in the collisions or in the decays of
heavy gauge bosons or in the Higgs decays. These production mechanisms are predicted
by many rich dark sector models, for this reason the ATLAS, CMS and LHCb experiments
have a wider research program focused on dark sector searches that comprises:

• the search for Higgs decays in different final states as dark sector particles, dilepton
resonances, b-quark resonances, low-mass dark matter particles and photons [49,
50];

• the search for new lepton resonances in semileptonic B meson decays [51];

• the search for lepton number violating processes in which the B mesons decay in
sterile neutrinos [52] or new low-mass, long-lived, hadronically decaying particles
[53]. Sterile neutrinos are hypothetical particles that does not interact with Standard
Model particles through any Standard Model interaction, except for the gravitational
interaction. They are right-handed neutrinos introduced in the Standard Model in
order to give rise to the neutrino mass term naturally [54].

1.4.1 Searches at e+e− colliders
Since the thesis is focused on the search for a light dark sector mediator produced at
Belle II, only constraints on dark sector from e+e− colliders will be discussed here, while
in the next section we will also present the existing experimental constraints to different
dark sector models from different experiments.

The light dark sector mediators can in principle be produced copiously at e+e− col-
liders. Many searches for the direct production of a dark photon have been performed by
BABAR and Belle in the past, limiting the parameter region of different dark sector theoreti-
cal models, and even excluding some of them that would result in significant discrepancies
with the observations. The advantages of e+e− colliders are the high luminosity, the per-
fectly known initial state and a clean environment with low multiplicity final states. In
general, the processes being searched are e+e− → A′X , where A′ is the dark photon and X
is the standard model component in the final state. The differential cross section of these
processes are usually proportional to the square of the kinetic mixing coupling constant
ε2α2 and inversely proportional to the square of the energy in the center-of-mass frame s,
dσ ∼ ε2α2/s.
If a light dark matter candidate χ exists and it couples with a massive dark photon with
a mass at least 2mχ , then the dark photon decays in an invisible final state like A′ → χχ̄ .
Additionally, the dark photon can be invisible also if it is cosmologically stable: this is
possible if there are not other states in the dark sector, and the mass is small enough that
the decay into Standard Model particles is heavily suppressed. The good acceptance cov-
erage and the detector hermeticity make this search perfectly suitable to B-factory experi-
ments. The BABAR experiment searched for an invisible dark photon through the process
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e+e− → γA′, detecting events with a single initial-state-radiation photon in the final state
[55]. The same search can be better performed by Belle II, which is equipped with a first
level single photon trigger sensitive to single photon final states that was not available at
Belle and was available only for ∼ 10% of data at BABAR [56].

Figure 1.8 90% CL upper limit on the gauge coupling of the Lµ −Lτ model, g′, as a function of
the Z′ mass set by the BABAR experiment through the search for Z′ → µ+µ−.

Belle II already searched for an invisible Z′ produced in association with a muon pair
with the very first 0.276 fb−1 data collected in 2018, searching for the channel e+e− →
µ+µ−Z′, Z′ → inv. [57], where the invisible decay of the Z′ can be in neutrinos, Z′ → νν̄ ,
or in light dark matter candidate χ if kinematically accessible. The analysis allowed to
put 90% confidence level on the coupling constant of Z′ to leptons, g′, and exclude the
region above g′ ∼ 5× 10−2. It has been a first time search, and the first Belle II physics
publication. I worked on this first Belle II dark sector search during my master thesis.
Belle II searched also for axion-like particles produced in e+e− collisions using the first
0.445 fb−1 collected in 2018, searching for e+e− → γa,a → γγ , where the axion-like par-
ticle ALP is prompt and photons can be well resolved by Belle II. The analysis allowed to
put 95% confidence level upper limits on the coupling constant of the axion-like particle
with photons, gaγγ , excluding the region above gaγγ ∼ 10−3 [58]. It has been the second
Belle II physics publication, and the first on axion-like particles at B-factories.
The dark mediator can also be the lighter dark matter candidate and decay in visible Stan-
dard Model particles. BABAR performed the search for a visible Z′ produced in the process
e+e− → µ+µ−Z′, Z′ → µ+µ− using a data sample of 514 f b−1 [59], and for a leptophilic
dark scalar produced in the process e+e− → τ+τ−φL,φL → l+l−, where (l = e,µ) [33].
Figure 1.8 shows the upper limit on the coupling constant g′ set by BABAR in the case of
Z′ → µµ , at 90% CL. Also Belle recently searched for a visible Z′ produced in the process
e+e− → µ+µ−Z′, Z′ → µ+µ− using 643 fb−1 of data [60]. The Belle II data collected in
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2020 will allow to extend these searches to Z′ → τ+τ−.

1.4.2 Experimental constraints to some dark matter and dark medi-
ator models

Many constraints on several models exist from different experiments, such as fixed-target
and collider experiments, briefly discussed above, but also from cosmological data and
astrophysical data. The cosmological and astrophysical bounds are not discussed in this
thesis, however the interested reader can found details in References [61–63]. Below,
the state of the art of the existing constraints for some classes of dark sector models are
presented. Figure 1.9 shows the existing constraints on the dark photon kinetic mixing
parameter ε as a function of the dark photon mass for a invisibly-decaying (top) and a
visibly-decaying (bottom) dark photon. In the latter plot, the expected upper limits on ε at
Belle II are shown, assuming a integrated luminosity of 20 fb−1. Even using a lower data
sample, the expected result at Belle II is better than the measurement performed by BABAR
with 53 fb−1 (green exclusion region) because of the larger acceptance of the detector, the
better hermeticity and performance of the electromagnetic calorimeter and the veto on the
photons undetected by the calorimeter, which is applied using the information provided
by the KL and µ detector, described in Chapter 2, allowing to reject a large component
of background. For the sake of completeness, the main background component expected
for this analysis at Belle II is the QED process with two photons in the final state one of
which remains undetected. Finally, Figure 1.10 shows the existing limits and projections
of future experiments, in particular LDMX and Belle II, searching for invisibly–decaying
dark photons as a function of the hypothetical dark matter mass.

For what concerns the search for ALPs at the accelerators, experimental constraints
come from studies of processes involving the coupling between ALPs and photons or
ALPs and leptons. Being a the axion-like particle, the main channels include: e+e− →
γa at B factories or pp → γa at LHC, Standard Model Higgs boson and electroweak Z
boson decays (h → Za, h → aa and Z → γa) where a decays in a photon pair or a lepton
pair. Figure 1.11 shows the existing constraints on the couplings of ALPs respectively
with leptons (right) and photons (left), coming from particle physics experiments, astro-
particle physics and cosmological observations. However, the plot does not include the
measurement performs by Belle II [58] and by some recent studies performed at LHC
and discussed in Reference [64]. Recently, BABAR measured the coupling of ALPs to
W boson [65]. The searches for ALPs at collider are sensitive to the couplings Ci/Λ in
the range O(1 TeV)−1 ÷O(100 TeV)−1, where Ci are some appropriate coefficients in
the effective Lagrangian of ALP interactions. The Λ parameter indicates a new-physics
energy scale, which is the characteristic scale at which the spontaneous global symmetry
breaking occurs. The |Ce f f

γγ | and |ce f f
ll | parameters are effective coefficients appearing in

the axion decay width, respectively, in 2γ and in 2l, which are reported for completeness
in the following [37, 38]:

Γ(a → γγ)∼ αm2
a

(
|Ce f f

γγ |/Λ

)2
, Γ(a → l+l−)∼ mam2

l

(
|ce f f

ll |/Λ

)2√
1−4m2

l /m2
a.
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Figure 1.9 Top: Existing exclusion regions at 90% CL on the dark photon mixing parameter and
mass m′

A for A′ → ll [66]. Bottom: Existing exclusion limits regions at 90% CL to the kinetic
mixing parameter ε as a function of the dark photon mass mA′ . In this case, also the upper limits
expected at Belle II with 20 fb−1 are shown [56].
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Figure 1.10 Projections (LDMX, Belle II) and constraints on the dark matter yields y from
searches for a kinetically mixed dark photon coupled to a (nearly) elastically scattered light dark
matter state at beam-dump, missing mass and missing momentum experiments, as a function of the
dark matter candidate mass. Common assumptions for the limits are: the mass of the dark photon
satisfies mA′ = 3mχ ; the dark photon coupling to dark matter is gχ = 0.5 [56].

Figure 1.11 Left: Existing constraints on the ALPs-γ coupling. Right: Existing constraints on the
ALPs-leptons coupling. The limit established by the BABAR experiment is a constraint on |ce f f

µµ |
that can be interpreted as a limit on |ce f f

ee | assuming cµµ ≈ cee. The constraints are provided by
particle physics experiment and astrophysical and cosmological observations [67].
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2. The Belle II experiment

The Belle II experiment operates at the asymmetric collider SuperKEKB, located at the
KEK laboratory in Tsukuba, Japan. It is a major upgrade of the Belle experiment. The
SuperKEKB facility is a second generation B-factory designed to collide electron and
positron at the energy in the center-of-mass frame corresponding to the ϒ resonances. The
collider is designed to operate with asymmetric beam energies to provide a boost to the
center-of-mass system and thereby allow for time-dependent CP violation measurements.
Most of data are collected at the ϒ (4S) resonance, i.e.

√
s = 10.58 GeV.

SuperKEKB is designed to reach the highest world instantaneous luminosity of 6.5×1035

cm−2s−1, about 30 times higher than the luminosity reached by KEKB, thanks to the nano-
beam scheme, originally developed for the SuperB concept [68], that allows to achieve
high luminosity with only a moderate increase of beam currents. The basic idea of the
nano-beam scheme is to reduce the beam size at the interaction point in order to improve
the interaction probability and therefore the luminosity.
The Belle II detector is a magnetic spectometer with an angular coverage which exceeds
the 90% of 4π and it is composed of several subdetectors installed around the interaction
point, which allow to detect and reconstruct all the products of the e+e− interaction. Both
SuperKEKB collider and Belle II detector are described in the following Sections.

2.1 Introduction to the B-factories

BABAR and Belle experiments are the first generation of B-factories. They were located re-
spectively at the PEP-II (SLAC National Accelerator Laboratory) and at the KEKB (KEK)
electron-positron colliders and they have been operational from 1999 to 2008. In the
period of their activity they obtained important results in the study of beauty physics,
charm physics, τ physics and in the search of new physics beyond the Standard Model.
In particular their most relevant result was the discovery of CP violation in the B sector
complemented by many precision measurement of CKM matrix elements as well as rare
decay processes. Belle II is the upgrade of the Belle experiment and it is located at the
SuperKEKB collider, which is the upgrade of the previous accelerator KEKB.

As discussed in Chapter 1, Standard Model has a lot of open questions and Belle II is
designed to answer these questions through searches of new physics, thanks to the very
high performance detector and the very high luminosity by the SuperKEKB collider that
provides luminosity to the Belle II experiment. Belle II is planning on a thirty times higher
statistics and improved performances with respect to the first generation of experiments at
B-factories, so it can be very competitive in new physics searches. Some examples of the
Belle II experiment searches are detailed below [56].

• The possibility that in the quark sector more than one CP violating phases able
to explain the baryon/anti-baryon asymmetry are present. This possibility can be
investigated examining the difference between B and B̄ meson decay rates through
time dependent CP violation measurements in transitions b → s and b → d or in the
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charm mixing mechanism that, being suppressed in the SM, could be sensitive to
new phenomena involving u-type quarks.

• Investigate models that foresee multiple Higgs bosons, also electromagnetically
charged, in addition to the neutral Standard Model Higgs boson. The signature of
these additional Higgs bosons can be searched in B meson leptonic and semileptonic
decays involving τ leptons, for example B → τντ and B → D∗τντ .

• The presence of flavour-changing neutral currents beyond Standard Model, improv-
ing measurements of b→ s, b→ d and c→ u transitions, for which the measurement
of the B → Kνν̄ decay is of great interest.

• Search of Lepton Flavour Violating processes, such as τ → µγ , which is forbidden
in Standard Model.

• Search of hidden particles, coupling with Standard Model particles through new
gauge symmetries, at the mass scale in the range MeV/c2-GeV/c2 predicted by
dark sector models. These models predict a wide variety of dark matter candidates
and new gauge bosons. An example is the dark photon search through the process
e+e− → γA′, where A′ is the dark photon that can decay visibly or invisibly.

• Detailed analysis of bound states of quark or multiquark states, as quarkonium, to
better understand the nature of the strong force in hadrons.

In this section the physics of the B-factories is introduced.

2.2 Overview of experimental methods of B-Factories

B-factories are e+e− colliders designed to study the physics of B mesons providing a clean
environment and a perfectly known initial state. The idea of B-Factories was born from the
necessity to have big samples of B mesons in order to measure the CP violation in the B
sector. The advantages of these experiments are the asymmetric beam energies, necessary
for time-dependent measurement, and the possibility to reach a very high peak luminosity
(O(1034)). For the sake of completeness, it is worth saying that the CP violation in K
meson system was observed for the first time in 1964 in the experiment performed by
physicist J. Cronin and V. Fitch realized at the Alternating Gradient Synchrotron installed
at the BNL, Brookhaven, New York [69].
At B-factories, B0B̄0 meson pairs and B+B− meson pairs are produced through electron-
positron collisions at the ϒ (4S) resonance energy peak in the center-of-mass reference
system:

√
s = Mϒ (4S) = 10.58 GeV. The ϒ (4S) resonance is a bound state of one b quark

and one b̄ anti-quark and it is the first bottomonium state whose mass allows the decay in a
B meson pair. The properties of the ϒ (4S) resonance, of B mesons produced by the decay
of the ϒ (4S), and the production cross sections for different processes at the ϒ (4S) energy
in the center of mass are listed in Table 2.1. The branching ratio of the ϒ (4S) decay in
B mesons is higher than 96% [2, 56, 70], however many other particles are produced in
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M (MeV/c2) JPC Γ (MeV) Composition in quarks

ϒ (4S) 10579±1.2 1−− 20.5±2.5 bb̄

M (MeV/c2) JP τB (·10−12s) Composition in quarks

B0 5279.58±0.17 0− 1.519±0.007 db̄

B+ 5279.25±0.17 0− 1.641±0.008 ub̄

e+e− → bb̄ cc̄ ss̄ uū dd̄ τ+τ− µ+µ− e+e−

Cross section (nb) 1.05 1.30 0.35 0.39 0.35 0.94 1.16 ∼40

Table 2.1 The table reports the properties of the ϒ (4S) and of B mesons B0B+. The values have
been taken from the PDG [2]. B mesons are not eigenstates of charge conjugation, indeed they are
composed by two quarks, one of which is heavier than the other, hence JP, and not JPC, is listed
for B mesons. In the last two lines: the production cross sections in e+e− annihilation for different
processes evaluated at the ϒ (4S) energy in the center of mass,

√
s = 10.58 GeV/c2 [71].

e+e− collisions at B-factories, like D mesons and τ leptons, allowing to explore different
sectors of physics.

The relevant features of B-factories are reported in the following [70], with the indica-
tion they are modified in SuperKEKB:

• an asymmetric e+e− collider is needed because the Q-value of the process ϒ (4S)→
BB is Q = Mϒ (4S)− 2MB ≃ 20MeV/c2, hence the momentum of the B meson in
the CM frame is very small, about p∗B ≈ 300 MeV/c, so B mesons are produced al-
most at rest in the CM reference system. In the case of symmetric colliders, like the
CLEO experiment at CESR [72], the short lifetime of B mesons leads a displace-
ment between the primary interaction vertex and the decay vertex of B mesons of
about 30 µm that is hardly measurable, considering the state-of-the-art of vertex de-
tectors. An asymmetric collider provides a Lorentz boost of the CM frame in order
to improve the decay length l = cτβγ of B mesons in the laboratory frame. The
boost allows to reconstruct the decay vertices and to extract temporal information;

• high luminosity was required for CP violation studies in the B sector, since B mesons
have many decay channels with a small branching ratio. For example, the pro-
cess B0 → J/ψKS, J/ψ → l+l− is very interesting for CP violation studies since
it is directly related to the measurement of the β parameter of the unitarity tri-
angle shown in Figure 1.1, however its B meson decay branching ratio is around
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10−4. In the new generation of B-factories an even higher luminosity is required
for studies of processes that are suppressed in the Standard Model and are sensi-
tive to new physics. The first generation of B-factories reached a peak luminosity
of about 2 · 1034 cm−2s−1, while SuperKEKB aims to reach a peak luminosity of
6.5 ·1035cm−2s−1;

• a clean environment with a high signal-to-noise-ratio for bb̄ events. These events
are characterized by a higher mean charged multiplicity, around 11 tracks for event,
with respect to background events, as shown in Figure 2.1. Furthermore, the clean
environment allows to apply simple trigger strategies;

• a hermetic detector designed to observe all decay products of the interaction be-
tween e+ and e− in the collider: the detector covers the greatest possible geometric
acceptance around the interaction region and it incorporates multiple sub-detectors.
The performance of the detector in the reconstruction of neutral particles as π0 and
γ is also relevant, such as the performance in reconstruction of missing energy;

• the initial state and the energy of B mesons in the center of mass reference system are
completely known and it is possible exploit these information to apply kinematical
constraints on reconstructed candidates. This is relevant for the rejection of the
background.

Figure 2.1 The figure shows the number of charged tracks per event for different processes. The
graph was taken from section 9.4.1 of The Physics of the B factories [70].
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B-factories detectors

The main requirements of the B-factories detectors and some solutions adopted by Belle II
are in the following.

• Low material budget for inner detectors in order to reduce multiple scattering ef-
fects: for example, beryllium was chosen for the central part of the beam pipe, since
it has a low atomic number, so multiple scattering and the loss of energy of particles
crossing the beam pipes are minimized.

• Vertex detection capability in order to determine the B meson decay vertex with high
precision: it is fundamental for time dependent CP violation measurements. Strip-
vertex detectors are used for this purpose. The Belle II vertex detector is composed
by a Pixel Vertex Detector and a Silicon Vertex Detector based on double-sided strip
detectors.

• Particle identification (PID) capability to classify particles in the final state. A
Central Drift Chamber able to provide measures of dE/dx to perform PID of low
momentum tracks is installed into the detectors. In addition to the Central Drift
Chamber, a Time-of-Propagation detector and an Aerogel Ring-Imaging Cherenkov
detector for PID of high momentum tracks are installed on the Belle II detector.

• An electromagnetic calorimeter, to accurately measure photon and electron energies
and providing good electron ID. In Belle II is composed of CsI(Tl) crystals, in order
to measure the energy of both electron and neutral particle final states.

• KL mesons and µ detectors because, the KL mesons have a long mean lifetime,
τKL ≈ 5 · 10−8 s, hence they cross the whole detector and can only be detected
through their hadronic interactions in the outer detector. Muons also cross the whole
detector because they interact little compared to electrons. It is very important de-
tect efficiently KL and µ because some processes, as for example B0 → J/ψKS and
B0 → J/ψKL where J/ψ → l+l−, are fundamental to verify CP violation in B meson
decays. Belle II is equipped with a KL and µ detector.

• A fast and reliable trigger system with high efficiency for hadronic events from
ϒ (4S) → BB̄ and continuum production of quark pairs and a configuration that is
flexible and robust.

• Significant computing power is needed to manage the big data flow from the de-
tectors electronic to the storage system. This is achieved by a combination of local
computing farms for prompt event reconstruction and high level trigger, and a dis-
tributed (Grid) computing environment

A detailed description of the Belle II apparatus is provided in Section 2.5.
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2.3 B-factories colliders

To reach a peak luminosity higher than 1033cm−2s−1 and a Lorentz boost factor βγ that
allows to observe the time evolution of B meson decays, the accelerators of B-factories are
constituted of two different storage rings, one for electrons and one for positrons, allowing
asymmetric beam energies. Only one interaction region for the detectors is present, to
optimize the luminosity. The general expression for peak luminosity of e+e− colliders is:

L =
Nbne+ne− f

Ae f f
(2.1)

The number of bunches is Nb, the number of electrons and positrons for each bunch are re-
spectively ne+ and ne− , the circulation frequency is f and Ae f f is the effective overlapping
area of the two beams at the interaction point. When high currents circulate in the rings
the Ae f f parameter becomes strongly beam-current dependent and increases together with
Nbne+ne− .
Increasing the beam current to enhance the peak luminosity can lead to bunch instabilities
along the entire ring that can be caused by coupling between bunches. For example, if
the number of bunches Nb increases, the separation between bunches decreases and they
can feel effects of near bunches. Another cause for bunch instabilities are the interactions
between electrons in the bunches and the residual gas ions in the beam pipes, or between
positrons and photoelectrons emitted by the interactions between synchrotron X-rays and
beam pipe walls. High currents can also be harmful for hardware components of the ac-
celerator and of the detectors: a very good vacuum level throughout the beam pipes is
necessary in order to limit the damage due to high currents in an environment in which
hardware components already suffer a large bombardment of synchrotron radiation. In
order to achieve a high luminosity is necessary to optimize the fundamental parameters in
the definition of the luminosity.

PEP-II and KEKB are the first generation of B-factories providing luminosity respec-
tively to BABARand Belle experiments. In Figure 2.2, a schematic representation of PEP-II
and KEKB colliders is shown. In Table 2.2 the data set size achieved by BABARand Belle
experiments are reported [70, 73].

On-Resonance Off-Resonance∫
L [fb−1] ϒ (4S)

∫
Lint [fb−1]

BABARand Belle 424.2 (471.0±2.8) ·106 43.9
Belle SVD-1 140 (152±1) ·106 15.6

SVD-2 571 (620±9) ·106 73.8

Table 2.2 Summary of the time integrated luminosity on- and off-peak at the energy of the ϒ (4S)
achieved by BABARand Belle experiments, and of the number of ϒ (4S) particles collected by the
two experiments.
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Figure 2.2 Schematic view of PEP-II and KEKB accelerators (top and bottom respectively). In
KEKB the two beams circulate inside the rings one next to the other, while in PEP-II the two rings
are one on the top of the other. The images are taken from Section 1.2.4 of The Physics of the B
factories [70].

The second generation of B-factories starts from the KEKB to SuperKEKB upgrade,
which is the accelerator designed to provide the luminosity to the Belle II experiment.
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2.4 The SuperKEKB collider

SuperKEKB is an asymmetric electron-positron collider operating at the ϒ (4S) energy
peak in the center of mass (CM). The electron beam is generated in the pre-injector, lo-
cated at the beginning of the linear accelerator (LINAC), through a short-pulse photons
laser irradiating a cold cathode. The positron beam is generated irradiating a fix target of
tungsten with electrons produced in a different higher intensity pre-injector. Positrons are
produced as secondary particles of interactions between electrons and tungsten nuclei.
The electron beam is characterized by low emittance, which is a property of charged parti-
cle beams that measures the average spread of the beam in momentum and position phase-
space. Low emittance beams are composed of particles with nearly the same momentum
and confined in a small space, an essential requirement to obtain high luminosity. The
emittance of the positron beam at its production is much higher because of the mechanism
used to produce positrons. In order to reduce the emittance of the positron beam before
storage in the main ring, a damping ring reducing the emittance by a factor of 130 has
been built as part of the SuperKEKB upgrade. After the beam production, the electron
beam is accelerated in the LINAC up to the energy of Ee− = 7 GeV and then it is stored
in the High Energy Ring (HER); the positron beam is accelerated in the LINAC up to an
energy of Ee+ = 4 GeV and then stored in the Low Energy Ring (LER). The e− and e+

beams collide at the interaction point inside of the Belle II detector. The energy in the CM
is [73]:

√
s =

√
(pe+ + pe−)

2 ≃ 2
√

Ee+Ee− ≃ 10.58 GeV (2.2)

The asymmetric energy of electron and positron beams produces a Lorentz boost βγ of
the CM in the laboratory reference system:

βγ =
Ee− −Ee+√

s
≃ 0.28 (2.3)

The boost allows to separate the decay vertices of B mesons. A schematic view of the
SuperKEKB collider realized in the same tunnel as KEKB is shown in Figure 2.3.

The nano-beam scheme is schematically shown in Figure 2.4, is necessary to achieve
higher luminosity with only a moderate increase of beam currents. The basic idea of
the nano-beam scheme is to reduce the vertical betatron function β ∗

y at the IP in order to
improve the instantaneous luminosity L of the accelerator that depends on β ∗

y as L ∼(
β ∗

y
)−1. The betatron function is associated to the transverse size of beams at position x

along the trajectory and is related to the width σ(x) and the emittance ε of the beam in
the position x: σ(x) =

√
εβ (x). The reduction of β ∗

y is possible minimizing the size of
the overlapped region d of the HER and LER beams that limits the minimum value of β ∗

y .
The overlap region d depends on the angle φ and on the horizontal size of the beam σ∗

x as
shown in Equation 2.4 [73].

d · sin(2φ) = 2σ
∗
x → d ≃ σ∗

x
φ

(2.4)

SuperKEKB is equipped with a final focus system, called QCS [74], composed of four
quadrupole magnets installed very close to the IP to achieve the goal of reducing β ∗

y up to
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Figure 2.3 Schematic view of the SuperKEKB collider.

Figure 2.4 Representation of the nano-beam scheme: σ∗
x is the horizontal beam size, d is the size

of the overlap region and φ is half of the horizontal crossing angle.

0.3 mm.
Assuming flat beams, the expression of the instantaneous luminosity is [73]:

L =
γ±

2ere

(
1+

σ∗
y

σ∗
x

)
I±ξy±
β ∗

y±

RL

Rξy

(2.5)

where + and − subscripts are respectively for the LER and for the HER, γ is the Lorentz
factor, e is the electron charge, re is the electron classical radius, I is the total beam current,
ξy± is the vertical-beam parameter and β ∗

y is the vertical betatron function. The RL and Rξy
parameters are reduction factors for the luminosity and the vertical beam-beam parameter.
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The ratio RL/Rξy is approximately 1, so the most relevant parameters in the luminosity
definition are the total current of the beams I±, the vertical beam-beam parameter ξy±
and the betatron function β ∗

y±. The beam-beam parameter quantifies the strength of the
interaction between the beams and a higher value of this parameter is related to a higher
value of the luminosity. The tuning of these parameters allows to achieve the luminosity
goal of SuperKEKB that is 30 times higher than the luminosity peak achieved by KEKB:
L = 6.5 ·1035 cm−2s−1. The main machine parameters of the three B-factories colliders
are reported in Table 2.3 [70, 73].

Parameters Units PEP-II achieved KEKB achieved SuperKEKB
(LER/HER) (LER/HER) (LER/HER)

Beam Energy E GeV 3.1/9 3.5/8 4/7
Beam Current I A 2.7/1.8 1.6/1.2 3.6/2.62
Beam sizes at the IP σ∗

x µm 140 80 10.2/11.2
σ∗

y µm 3 1 0.048/0.062
σz mm 8.5 5 6/5

Betatron function β ∗
y mm 0.3/0.3

Lorentz boost factor βγ 0.56 0.43 0.28
Number of bunches Nb 1732 1584 2503
Beam crossing angle 2φ mrad 0 22 83
Beam-beam parameter ξ ∗

y 0.129/0.090 0.090/0.088
Horizontal emittance εx nm 3.2/5.1
Emittance ratio εy/εx % 0.27/0.25
Luminosity L (·1034) cm−2s−1 1.2 2.11 65

Table 2.3 The main machine parameters achieved by PEP-II and KEKB at the end of their activity
compared to those chosen for SuperKEKB in order to achieve the luminosity goal.

In SuperKEKB the boost is reduced with respect to KEKB to improve the luminosity of
the accelerator and the decay length of B mesons varies from ∼200 µm to ∼130 µm. The
reduction the decay length is compensated by reducing the distance of the vertex detector
from the interaction point and by introducing a pixel detector that improves the vertex
resolution.

The Belle II experiment has two data taking period called Phase-2 and Phase-3. Phase-
2, started in February 2018 and ended in July 2018, has been a test bench in preparation
for Phase-3. It has been dedicated to the study of the response of the Belle II detector and
of the accelerator. This phase was relevant also for tuning the machine parameters and
measure the background. In this phase the vertex detector was not installed inside Belle II,
to avoid possible damage in early machine operations. Instead, the BEAST II detector was
installed. It was composed of several different radiation monitor systems and of a sector
of the vertex detector. A sample of 505 pb−1 of data at the ϒ (4S) peak has been col-
lected and it has been used to measure the luminosity reached, to validate the simulations
through the comparison between data and Monte Carlo samples, to calibrate the individual
sub-detectors, and to perform material mapping. In particular the Phase-2 has been very
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important to learn how to operate the whole machine, to better understand the problems
to be faced in future, and for the commissioning of the sub-detectors for Phase-3. The
data sample collected during the Phase-2 has been also used to do initial physics analysis,
in particular to establish reconstruction of well known particles. Moreover, data collected
has been used for dark sector analyses, which do not require the vertexing system and can
be done also with low statistics: the search for and invisible Z′ [57] and the search for
axion-like particles [58] are the first physics results of the Belle II experiment. Phase-3
started on March 2019 and it is ongoing. In this phase the whole detector is installed and
thanks to the complete vertex detector is be possible to do flavour physics analysis. The
target integrated luminosity is of Lint = 50 ab−1: thirty times the total integrated luminos-
ity collected by BABAR and Belle. At least 70% of the total data set is estimated that will
be on-peak at the energy of the ϒ (4S) [73].
Up to now Belle II collected more than 260 fb−1, and Figure 2.5 shows the profile of inte-
grated luminosity collected from the beginning of Phase-3. Table 2.4 shows the integrated
luminosity collected in the different data taking periods. During Phase-3:

Data taking period
∫

L on-ϒ (4S) [fb]−1 ∫
L off-ϒ (4S) [fb]−1

2019 8.6 0.8
2020a-b 54.7 8.7
2020c 16.4 -
2021a-b 110.2 8.4
2021c 55.4 -

Total 245.3 18

Table 2.4 Integrated luminosity collected during the different run periods. Run period a-b is from
February to the beginning of July, while run period c is from October to the end of December.

• SuperKEKB set a new luminosity record on June 22nd 2021, reaching the peak
luminosity of 3.12×1034 cm−2s−1;

• Belle II has come to integrate 2 fb−1 a day and 12 fb−1 a week;

Table 2.5 shows some of the main machine parameters achieved by SuperKEKB in 2021
run. Figure 2.6 shows the mid-term schedule for the integrated luminosity delivered by
SuperKEKB to Belle II, assuming two different scenarios:

• target scenario: extrapolation from early 2021 run including expected improve-
ments. SuperKEKB will deliver 1.3 ab−1 by Summer 2024;

• base scenario: conservative extrapolation of SuperKEKB parameters from early
2021 runs. SuperKEKB will deliver 0.9 ab−1 by Summer 2024.

Both scenarios consider a long shutdown that it is scheduled at the beginning of 2023,
necessary mainly to install a completely new Pixel Detector and to replace the photo-
multipliers of the Time-of-propagation detector, whose performances are reduced by high
background levels.
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Figure 2.5 Total recorded integrated luminosity during Phase-3.

Parameters Units SuperKEKB achieved
(LER/HER)

Beam Energy E GeV 4/7
Beam Current I A 1.015/0.797
Beam sizes at the IP σ∗

x µm 17.9/16.6
σ∗

y µm 0.24/0.24
Lorentz boost factor βγ 0.28
Number of bunches Nb 1370
Beam-beam parameter ξ ∗

y 0.0433/0.0315
Betatron function β ∗

y mm 1.0/1.0
Luminosity L (·1034) cm−2s−1 3.81

Table 2.5 Some of the main machine parameters achieved by SuperKEKB in 2021 run.

At the time of writing this thesis, the analysis is meant to be performed on 54.7 fb−1

collected at ϒ (4S) resonance at Belle II in 2020a-b, while the original plan was to use data
collected at ϒ (4S) in 2019 and 2020a-b-c corresponding to 80 fb−1. The reason is mainly
due to the different software release used to produce the official MC that we use (the
only available during most of the period of the analysis) and to reprocess data collected
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in 2020c and in 2021. Furthermore, we does not include data collected in 2019, to avoid
possible additional discrepancies mainly due to trigger lines used in the analysis that were
not fully available in the 2019 dataset. Data collected off-resonance were not considered
because we can not validate the analysis on them since the official MC does not exist for
off-resonance.

Figure 2.6 Schedule for the integrated luminosity delivered by SuperKEKB to Belle II by Summer
2024, assuming two different scenarios.

2.5 The Belle II detector

The Belle II detector is designed to maintain high performances in an environment charac-
terized by high background levels, with an improvement in luminosity and precision with
respect to the Belle detector. Because of higher currents, smaller beam size and modified
IR, the background hit rate is estimated to be twenty times higher and the event hit rate is
estimated to be fifty times higher with respect to those of Belle. The main components of
the BelleII detector are listed here and described in more detail in the following sections:

• two layers of silicon Pixel Detector, just outside the beam pipe. The PXD is based
on DEPFET technology and it has an excellent spatial resolution that improves the
vertex resolution;

• a Silicon Vertex Detector based on double-sided silicon strip sensors used for the re-
construction of charged particles, which occupies a larger volume and is positioned
closer to the interaction point compared to the Belle Silicon Vertex Detector: this
improves the efficiency of event reconstruction for events as KS → π+π−. Silicon
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Vertex Detector signals are read by APV25 chips that are faster than chips used in
the Belle detector in order to face the high hit rate;

• an axial-stereo Central Drift Chamber that occupies a larger volume and has a higher
granularity than the Belle CDC;

• a particle identification system based on Cherenkov effect, with the Time-of-propagation
detector located in the barrel region and the Aerogel Ring Imaging Cherenkov de-
tector located in the forward endcap region, are completely new and have a fast
readout system. They especially improve the separation efficiency between pions
and kaons;

• an electromagnetic calorimeter that reuses the CsI(Tl) crystals from Belle, but it
has a faster readout electronics that reduces the occupancy and pileup. This is very
important for missing energy studies;

• a KL and µ detector composed of resistive plate chambers in the outermost layers of
the barrel region and of scintillators, which are read by silicon photo-multipliers, in
the innermost layers of the barrel region and in the endcaps;

• a fast readout electronics of the sub-detectors and a fast trigger system able to face
the high hit rate.

Finally some details of the software framework will also be given. The full detector is
described in detail in Reference [73]. The schematic view of the detector is shown in
Figure 2.8, while Figure 2.7 shows the coordinate system of Belle II. In Table 2.6, the
design performances of the detector discussed in the following sections are summarized.

Belle II detector design performances

B vertex reconstruction σz = 26 µm
Tracking σpt/pt = 0.0011pt[GeV/c]⊕0.0025/β

K/π ID εK ≃ 0.90 with pion fake rate επ ≃ 0.04 for p = 2 GeV/c tracks
Calorimeter resolution σE/E = 7.7% at 0.1 GeV and 2.25% at 1 GeV
Muon ID εµ = 0.92−0.98, fake rate ε = 0.02−0.06 for p > 1 GeV/c
L1 Trigger 30 kHz max average rate,

with efficiency for hadronic events εhadron ≃ 1
Data Acquisition System (DAQ) <3% dead time at 30 kHz L1 rate

Table 2.6 Summary table of the detector design performances. The table has been taken from
Reference [76].
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Figure 2.7 3D representation of the Belle II detector. The coordinate system is shown: the x
coordinate is directed opposite compared to the center of the accelerator, the y coordinate is directed
upward and the z coordinate is the bisector of the two beams and is directed towards the forward
region, which is defined by the Lorentz boost of the center of mass (the interaction point is in
x = y = z = 0, +z is the forward region of the detector, while −z is the backward region of the
detector). The θ angle is the polar angle and θ = 0 for (x,y,z) = (0,0,1), while φ is the azimuthal
angle and φ = 0 for (x,y,z) = (1,0,0). The image is taken from [75].
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Figure 2.8 Side section of the Belle II detector. The image is taken from Reference [76].
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2.5.1 The Vertex Detector (VXD)
Figure 2.9 shows the cross-section view of the Belle II Vertex Detector. It consists of the
2-layer Pixel Detector made of DEPFET sensors, and the 4-layer Silicon Vertex Detector
made of ladders with double-sided silicon strip detectors.

Figure 2.9 The cross-section view of the VXD: Silicon Vertex Detector and Pixel Detector are
represented with red and light blue color, respectively. The pink circles indicate the positions of
the diamond sensors [77], used both in the beam abort system and to measure the radiation dose
on SVD, are installed on the beam pipe.

Pixel Detector (PXD) Because of the higher beam background levels of SuperKEKB
expected at the nominal luminosity, the detectors close to the beam pipe suffer very high
hit rates. In Belle II, the innermost layers of the tracking system are closer to the interaction
point than the Belle innermost vertex detector, in order to compensate a smaller Lorentz
boost factor (βγ = 0.28) and maintain a good vertex resolution. The background levels
significantly increase at small radius, and the silicon strip-based vertex detectors are not
usable because of the large occupancy. The PXD can cope with higher background rate
keeping a lower occupancy, because of the higher granularity.
The Belle II PXD is a barrel system consisting of two cylindrical layers of active pixel
sensors. The two layers are coaxial with the beam pipe and located at 14 mm and 22 mm
from the IP, respectively. The innermost layer is composed of 8 planar modules, called
ladders, and the outermost layer is composed of 12 ladders. The ladders overlap in the φ

direction, where φ is the azimuthal angle, in such a way that the active pixel area of one
of the two layers covers the insensitive area of the other layer. The geometric acceptance
covered by the sensitive sensors is in the range 17o ≲ θ ≲ 155o, where θ is the polar angle.
The PXD is composed of around 8 million pixels in total, organized into arrays. In order
to improve the resolution on the position of individual hits, which is limited by multiple
scattering, a very thin technology is required: the sensitive area of each PXD sensor is 75
µm thick, while the mechanical supports are 525 µm thick, in order to satisfy the thickness
required to reduce the material budget. The size of the pixel surface is 50× 50 µm2 and
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50×75 µm2, respectively in the innermost and outermost layers, and it is determined by
the requirements on the vertex resolution, which should be larger than 20 µm. The readout
system of the PXD is located at both ends of the cylindrical structure of the PXD, and it
exploits high level of parallelization in order to guarantee a readout time of 20 µs for the
entire matrix of pixels. The sensors are mounted on a supporting structure that can slide
on the beam pipe in order to compensate the thermal expansion of the beam pipe and of
its support. A schematic view of the PXD is shown in Figure 2.10.

Figure 2.10 3D representation of the PXD that shows the geometric arrangement of the sensors.
The light gray areas are the DEPFET sensitive ones, 50 µm thick, that cover the whole geometric
acceptance. The dark blue area are the insensitive areas of the modules. The total length of the
outermost modules is 174 mm.

PXD sensors are based on the DEPleted Field Effect Transistor (DEPFET) technology.
A DEPFET device is a semiconductor-based device that detects and amplifies signals.
Because it works also as amplifier, it is a thin device that does not need other devices for
signal amplification. A DEPFET is also a low power device and the readout electronic,
which needs of a cooling system, is located out of the geometric acceptance of the detector.
For all this reason, DEPFET technology is excellent to minimize the material budget. A
section of a DEPFET device is shown in Figure 2.11. The basic idea of the DEPFET is the
full depletion of the n-type substrate applying a high negative voltage to the p+ contact
in the backside of the device. In this way a potential well, in which the potential has its
minimum, is created and it becomes an accumulation region for electrons inside the device.
A particle crossing the device produces electron-hole (e-h) pairs: electrons are collected
very quickly in the potential minimum, called internal gate, while holes move towards the
p+ back contact. When the transistor is on, being the internal gate capacitively coupled
with the gate, the charge into the internal gate modulates the drain current that circulates
through the pMOSFET towards the source contact. In order to reset the sensor, a n+ doped
contact, called clear, is put to a positive potential: it attracts the accumulated electrons in
the internal gate emptying it. A polycrystalline silicon additional structure called clear
gate modulates the potential difference between the clear and the internal gate.
The DEPFET readout is relatively slow, using a rolling shutter system that requires 20
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µs for a full readout. If the background occupancy goes beyond 3%, the data acquisition
bandwidth limit is reached. In order to reduce the amount of data from the PXD, the
Regions Of Interest (ROI) are defined onto the PXD sensors. A preliminary reconstruction
of tracks is done online using the SVD and the CDC only during the High-Level Trigger
process, those tracks are then extrapolated onto the PXD sensors. The extrapolation of the
tracks on sensors defines the ROIs, which are rectangular regions whose size is defined by
the statistical and systematic uncertainties on the position of the track.

Figure 2.11 Schematic view of a section of a DEPFET device. It is composed of p-channel
Metal Oxyde Semiconductor Field Effect Transistor (pMOSFET) installed onto a n doped silicon
substrate, called bulk. A pMOSFET is equipped with four contacts: source, gate, drain and bulk.
The bulk is connected to the source contact: they are at the same potential. In the backside of the
device there is p+ contact to which is possible to apply a high voltage in order to fully deplete the
n substrate. Just below the gate there is a n doped internal gate. It is a potential well that works as
a region of accumulation for the negative charges. The distance between the gate and the internal
gate is 1 µm. Above the substrate there is a n+ contact, called clear, that is used to empty the
internal gate. The clear gate is a polycrystalline silicon structure. The image has been taken from
Reference [73].

Currently, only two of the twelve ladders of the second PXD layer are installed in the
Belle II detector. In the current detector, the hit efficiency is above 98% in all modules.
Preliminary measurements on data show an impact parameter resolution of about 14 µm
[78].

Silicon Vertex Detector (SVD) SVD [79], together with the PXD, makes up the Vertex
Detector of Belle II. SVD is composed of four layers numbered from 3 to 6 and respec-
tively placed at distance of 3.9 cm, 8.0 cm, 10.4 cm and 13.5 cm from the interaction point.
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Each layer consists of a different number of modules, called ladders, arranged around the
interaction point to form a nearly cylindrical geometry: layers 3-6 are composed respec-
tively by 7, 10, 12 and 16 ladders that are supported by carbon fiber ribs. Each ladder is
equipped with Double-Sided Silicon Strip Detectors (DSSD). The geometrical acceptance
covered by SVD goes from θ = 17o, in the forward region, to θ = 150o, in the backward
region. Ladders are equipped with three different kind of sensors: each ladder of layer 3
consists of two equal rectangular sensors of size 123 mm × 38 mm, while each ladder of
layers 4, 5 and 6 has respectively 2, 3, 4 rectangular sensors of size 123 mm × 58 mm and
one trapezoidal sensor in the forward region. Trapezoidal sensors are slanted of an appro-
priate angle with respect to the other sensors in order to improve the angular acceptance
and optimize the incident angle on the sensor of particles coming from the interaction
point. Rectangular sensors have a thickness of 320 µm while trapezoidal sensor have a
thickness of 300 µm.
In total, SVD has 172 DSSD sensors, covering a sensible area of 1.2 m2, with a total of
224k readout strips. The sensors, with depletion voltage in the range 20-60 V, are operated
by applying a bias voltage of 100 V. Figure 2.12 shows a schematic view of the SVD and
the 3-dimensional representation of the VXD. Table 2.7 reports the main features of the

Figure 2.12 Above: Schematic view of SVD in the r-z plane and r-φ projection showing the
different sensor composition in each layer, with their main properties. Below: 3D representation
of VXD , composed of PXD and SVD. The images have been taken from [79].

SVD layout and sensor structure. The main purpose of SVD, together with PXD, is to
measure with extreme precision the tracks near the interaction point and to reconstruct the
decay vertices of B mesons, D mesons and τ leptons. SVD is also able to reconstruct KS
mesons that decays outside of the PXD volume, and provide particle identification using
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Layer Ladder/Layer Sensor/Ladder FWS slant angle

3 7 2 0o

4 10 3 11.9o

5 12 4 17.2o

6 16 5 21.1o

Small Sensors Large Sensors Trapezoidal Sensors

Readout strips p-side 768 768 768
Readout strips n-side 768 512 512
Readout pitch p-side 50 µm 75 µm 50 - 75 µm
Readout pitch n-side 160 µm 240 µm 240 µm
Sensor thickness 320 µm 320 µm 300 µm
Active area (mm2) 122.90×38.55 122.90×57.72 122.76×(38.42-57.59)
Manufacturer Hamamatsu Hamamatsu Micron

Table 2.7 Summary of the main features of SVD layout.

the SVD’s dE/dx information, and provide a standalone reconstruction of low momen-
tum particles which do not reach the CDC. In order to reconstruct tracks characterized
by low transverse momentum, which are affected particularly by multiple scattering, it
is required to maintain a low material budget giving a 2-dimensional information. DSSD
sensors satisfy both requirements: they provide a very precise measurement of the position
of charged particles on sensors and they allow to maintain a low material budget.
The SVD front-end readout ASIC is the APV25 chip [80] with 128 input channels, char-
acterized by a short shaping time of 50 ns. It was originally developed for the CMS silicon
tracker, and it can tolerate more than 100 Mrad of radiation dose. APV25 chips are op-
erated in multi-peak mode with a clock frequency of 32 MHz. Since the experiment is
running at low luminosity and beam background levels, currently 6 subsequent analog
samples are recorded to reconstruct the output waveform of each channel. However, in
order to reduce bandwidth and data size with increased beam background, the possibility
to readout only 3 samples has been studied and can be used.
For the ladder design, SVD adopts the chip-on-sensor concept. It consists of flex circuits
directly installed on the sensors, with a thermal isolation foam in between, to reduce the
length of the strips and, consequently, the capacitive noise. Moreover, all APV25 chips
are installed on the same side of the sensors, and the signal of the strips of the other side
is propagated to the APV25 chips thanks to the flex circuits called pitch adapters wrapped
around the edge. This scheme is named origami with reference to the folding action. This
design allows to cool all the sensor chips using only one cooling pipe, reducing the ma-
terial budget. Figure 2.13 (left) shows the APV25 chips installed on the sensor and the
pitch adapters to connect strips on the other side of the sensor to the APV25. The sensors
in the central part of the ladders are readout using the origami chip-on-sensor, while the
sensors at the edge of each ladder, called forward and backward sensors, are read out from
the ends using hybrid boards. Figure 2.13 (right) shows the design of a ladder of layer 6.
In contrast, layer 3 ladders only consist of two small rectangular sensors and do not have
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a slanted section, as said above. More details on the ladder design and construction can be
found in Reference [81].

Figure 2.13 Left: APV25 chips installed on the sensor and pitch adapters to readout both strip
sides. This scheme is called origami. Right: design of a ladder of layer 6.

Excellent SVD performance have been confirmed on data: the averaged hit efficiency over
the four layers is higher than 99.5%, the cluster position resolution is 10-15 µm in the p-
side and 15-30 µm in the n-side with some room for improvement in reconstruction and
tuning of simulation. Also, the hit-time resolutions are very good, 2.9 ns for the p-side and
2.4 ns for the n-side of layer 3. When running at higher luminosity and increased beam
background, the hit-time based selection will be crucial to reject off-time background hits
to reduce SVD occupancy, and consequently maintain good tracking performance.

2.5.2 Central Drift Chamber (CDC)
The Central Drift Chamber (CDC) performs three important tasks:

• it reconstructs charged particles tracks with a precise measurement of charged par-
ticle momenta;

• it provides PID through the information about the particle energy loss, dE/dx,
within its gas volume with a high resolution. The dE/dx resolution depends on the
incident angle of particles: it is around 12% for particles crossing perpendicularly
the CDC;

• it provides 3D trigger information.

A comparison between the main parameters of the CDC of Belle and Belle II are listed in
Table 2.8. The CDC is composed of 56 layers of wires divided in 9 superlayers with axial-
stereo readout, the 9 superlayers and the configuration of the wires is shown in Figure
2.14, where the axial and the stereo wires are represented respectively in blue and red.
The layers are immersed in a gas, composed of 50% helium and 50% ethane, able to
provide a high drift speed. The sense wires are interspaced with aluminium field wires.
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Units Belle Belle II

Radius of the innermost cylinder mm 77 160
Radius of the outermost cylinder mm 880 1130
Radius of the innermost sensitive wire mm 88 168
Radius of the outermost sensitive wire mm 863 1111.4
Number of sensitive wires 8400 14336

Gas He-C2H6
Diameter of sensitive wire 30

Table 2.8 Some relevant parameters of the CDC of Belle and Belle II are listed. The largest number
of sensitive wires of Belle II CDC allows to have a better granularity and a better spatial resolution
on the tracks. Respect to the Belle CDC, the Belle II CDC must face higher levels of background
and a higher trigger rate. The higher inner radius allows to avoid the high radiation levels near the
IP and provides more space to place the SVD. The values are taken fom The Belle II Technical
Design Report [73].

Figure 2.14 The 9 superlayers composing the CDC with the configuration of the wires. The
innermost superlayer is composed of two layers while the other eight are composed of 6 layers
each. Image taken from Reference [76].

The configuration of wires and the properties of the gas allow to reduce dead time and
handle high trigger rates. The CDC is supported by two carbon-fiber cylindrical supports
that end with aluminium endplates. The geometrical acceptance on the polar angle covered
by the CDC goes from θ = 17o to θ = 150o. The measured spatial resolution on the
individual hit is around 100 µm. The readout electronics is composed of 15 thousand
channels with a timing resolution of about 1 ns located on the backward side. The forward
side used exclusively to connect high-voltage cables. The main structure of the CDC is
shown in Figure 2.15. The CDC tracking efficiency measured on data using the SVD as
reference is higher than 99% for pT > 1 GeV/c.
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Figure 2.15 Structure of the CDC. The sizes are expressed in mm. The figure is taken from The
Belle II Technical Design Report [73].

2.5.3 Particle identification system
Particle identification (PID) system is based mainly on two Cherenkov radiation detectors,
the Time-of-propagation counter (TOP) and the Aerogel Ring Imaging Cherenkov counter
(ARICH), described below.

Time-of-propagation counter (TOP) The TOP detector uses a quartz radiator to mea-
sure the time of arrival and impact position of Cherenkov photons at pixelated photo-
detectors. The radiators are composed of long quartz bars, readout with micro-channel
plate photo-multipliers (MCP-PMTs) installed at one of the two final part of the bars. A
spherical focusing mirror is installed on the other end of the bars. When particles cross
the quartz bar they produce Cherenkov photons that are totally reflected on the walls of
the radiator. The direction of Cherenkov photons emitted by particles respect to the di-
rection of the particle momenta is defined by the Cherenkov angle θC that characterizes
the Cherenkov ring image: the total reflection allows to preserve the Cherenkov ring im-
age. Cherenkov photons are focused and directed towards the MCP-PMTs by the focus-
ing mirror. Before the MCP-PMTs, an expansion prism is installed in order to expand
the Cherenkov ring image. Finally the MCP-PMTs measure the time of propagation,
tTOP, of the Cherenkov photons and provide information on the arrival (x,y) coordinates
of the photons. The Cherenkov ring image is reconstructed from the 3-dimensional in-
formation, (x,y, tTOP), provided by the MCP-PMTs. The time resolution can be limited
by chromaticity of Cherenkov photons. The focusing mirror minimize the effect of the
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chromaticity avoiding the dispersion of photons. The Cherenkov ring image is divided in
different MPC-PMTs, according with the wavelength of the photons. Figure 2.16 shows a
schematic view of the TOP detector and the chromaticity effect.

Figure 2.16 Above: Schematic view of the TOP counter. The blue lines represent the direction of
Cherenkov photons that are focused by the focusing mirror. The dimension of the quartz radiator
are 2.7 m × 45 cm × 2 cm. The expansion prism is 10 cm long. Photons are focused and directed
towards a 2 × 16 matrix of MCP-PMTs. Each MCP-PMT has a size of 27.5 × 27.5 mm2 with a
sensitive area of 22 × 22 mm2 divided in 16 anodes. The MCPs have a diameter of 10 µm. Below:
chromaticity effect, image taken from [82].

The TOP counter is installed in the barrel region of the Belle II detector between the ECL
inner support and the CDC outer cover. It is composed of 16 modules surrounding the
CDC, the radius of the TOP is around 1.24 m. The MCP-PMTs are characterized by a
gain of ∼ 106 and by a very fast response. Furthermore they can work inside the 1.5 T
magnetic field of Belle II. The spatial resolution of the photon detectors is of few mm and
the time resolution is lower than 50 ps.
To evaluate the K/π separation, the probability distribution functions (p.d.f s) for K and π

particle hypothesis are introduced: respectively they are PK(x, t) and Pπ(x, t). Photons
detected by MCP-PMTs for each track are tested against this two p.d.f s hypothesis. From
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the p.d.f s it is possible to determine the likelihood defined as L K,π =
Nγ

∏
i=1

PK,π
i (x, t),

where Nγ is the number of photons detected. If ∆L = logL π − logL K is positive the
particle is classified with a pion otherwise with a kaon. Figure 2.17 shows ∆L in the two
cases.

Figure 2.17 ∆L distributions for pions, in red, and kaons in blue, corresponding to 500 tracks of
300 GeV/c that cross the quartz bars perpendicularly.

Aerogel Ring Imaging Cherenkov counter (ARICH) ARICH is the other Cherenkov
effect-based detector used for PID inside the Belle II detector. It is located in the forward
endcap and it is designed to improve the separation between pions and kaons up to mo-
menta of 4 GeV/c and between pions, muons and electrons below momenta of 1 GeV/c.
ARICH is composed of an aerogel radiator in which charged particles produce Cherenkov
photons that are detected by an array of photon detectors. Aerogel can be produced with
any desired refractive index n between 1.01 and 1.2. Between the aerogel radiator and the
array of photon detectors there is a 20-cm-thick expansion volume necessary to produce
large enough Cherenkov rings. For ARICH two radiators with different refractive index
are used: n1 = 1.046 and n2 = 1.056. In this configuration the number of photons detected
and the Cherenkov angle resolution improves since the slight difference in refractive index
make the photon from the two radiators arrive in the same point of the focal plane. Figure
2.18 shows the focusing configuration. Photon detectors are based on Hybrid Avalanche
Photo-Detectors (HAPD) technology: they consists of a vacuum tube with containing an
avalanche-diode type photo-detector (APD). Cherenkov photons generate photoelectrons
from a photocatode through photoelectric effect. Electrons are accelerated by a potential
difference of 8 kV towards the APDs that provide a gain of a factor 40. HAPDs are ar-
ranged in 9 concentric rings, in total 540 sensors of size 73 mm × 73 mm are required:
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Figure 2.18 Left: Focusing configuration of the ARICH. It is based on the use of an inhomoge-
neous aerogel radiator. Right: θC distribution in the focusing configuration (with refractive index
of n1 = 1.046 and n2 = 1.056); the resolution is σθC ≈ 14 mrad. Events have been simulated with
radiator 4 cm thick. The image is taken from The Belle II Technical Design Report [73].

they are composed of a matrix of APD pixels 12 x 12, each APD is 4.9 mm × 4.9 mm. The
inner radius of the ARICH is 410 mm, the outer radius is 1140 mm and ARICH covers a
geometric acceptance from θ ≃ 15o to θ ≃ 30o.

2.5.4 Electromagnetic Calorimeter (ECL)
About 1/3 of B meson decays provide photons in an energy range from 20 MeV to 4
GeV, for this reason a high resolution ECL is very important. The tasks of ECL are: the
detection of photons with high efficiency, the precise determination of the energy of the
photons and a precise determination of angular coordinates, the identification of electrons,
provide an appropriate trigger signal for the other detectors, provide the online and offline
measurement of the luminosity and the detection of KL together with the KLM.
For ECL it has been chosen to reuse Belle CsI(Tl) crystals changing the readout electron-
ics in order to handle the higher background levels. CsI(Tl) crystals are characterized by
scintillation light with a decay constant of 1.3 µs and by an average output of about 5000
photoelectrons per MeV with a noise level of 200 keV (the values reported was measured
using calibration with cosmic rays muons) [73]. ECL consists of 3 m long barrel section,
the inner radius is 1.25 m and the endcaps are located at z = 1.96 m and z =−1.02 m from
the IP. ECL covers an angular acceptance from θ = 17o to θ = 150o except for two gaps of
about 1o wide between the barrel ECL (BECL) and the endcaps. The total amount of ECL
crystals is 8736, divided in 6624 crystals in the BECL and 2212 crystals in the endcaps.
The average size of each crystal is 6 × 6 cm2 in cross section and 30 cm in length that
corresponds to 16.1 X0. The lateral size of crystals is chosen to be comparable with the
Moliere Radius and the thickness is enough to prevent significant energy loss for photons
up to several GeV.
In order to face the high background level in SuperKEKB, electronics based on wave-
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form sampling with pipelined readout has been designed. The former allows to use time
information in order to reject off-time events hits, the latter allows to parallelize readout
process in order to reduce dead times (16 crystals are read at a time). The scintillation
light detection is done using two sets of silicon photodiodes, with a sensitive area of 10
mm × 20 mm, glued in the back of crystals. A preamplifier is connected to each set of
photodiode in order to have two independent output for each crystal. The two pulses are
added and processed by two shaper boards, one characterized by a time constants of 0.2
µs used to generate the trigger signal, the other characterized by a time constant of 0.5 µs.
The signal waveform produced by the second shaper board is sampled through 16 samples
that are used to extract amplitude and timing. This new electronic allows to reduce the
cluster fake rate of a factor of 7 maintaining an efficiency on photon detection of 97%, in
accordance with simulations. Figure 2.19 shows a schematic view of the ECL.

Figure 2.19 Schematic view of the ECL, all three detector regions, barrel as well as the forward
and backward end-caps are shown in the image. The total number of crystals amounts to 8736 and
the ECL covers about 90% of the solid angle in the center of mass reference system .The image
was taken from Reference [76].

2.5.5 The KL and µ detector (KLM)
KLM is the detector used for KL and µ reconstruction. It consists of active detector el-
ements instrumenting the iron return yoke of the magnets, which provide 3.9 interaction
length of material. Inside the iron plates the KL can shower hadronically. The KLM is
composed of Resistive Plate Chambers (RPCs), located in the outermost layers of the bar-
rel region, and by scintillator strips coupled with silicon photomultiplier (SiPM), arranged
in the endcaps and in the two innermost layers of the barrel region. The barrel region
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covers a angular acceptance from θ ≃ 45o to θ ≃ 125o that is extended by endcaps from
θ = 20o to θ = 155o.
The RPCs are composed of two electrodes (2 parallel planes 2 mm thick) made by high
resistivity glass spaced of 2 mm. The space between electrodes is filled with a gas mixture
of 62% HFC-134a freon, 30% argon and 8% butane. The outer surface of each electrode
is coated with a carbon-doped paint that allows to distribute high voltages to electrodes, in
this way an uniform electric field of 4.3 kV/mm in the gas filled gap is generated.
Deposited charge induces a signal on 5-cm-wide metal strips located on each side of RPCs,
used for the readout. The metal strips are separated from an external ground plane by
a dielectric foam layer: this structure work as a transmission line with a characteristic
impedance of 50 Ω . Two RPCs are coupled to form a single superlayer in order to im-
prove the detection efficiency of particles. The metal strips are arranged orthogonally in
the two RPCs in order to measure both z direction and φ direction. Figure 2.20 shows a
section of a RPC superlayer.

Figure 2.20 Cross section of a RPC superlayer. Superlayers are 2.20 m long and the width of each
superlayer varies from 1.67 m to 2.75 m. A module is composed of two superlayers disposed side
by side above the iron plate. Each module is 4.40 m long.

Because of the limited rate capability of RPCs, the first two barrel layers and the endcaps
of the KLM are equipped with scintillator strips coupled to SiPM for the signal readout:
the whole system consists of 16800 scintillator strips up to 2.8 m long and with a cross
section between 7 mm and 10 mm × 40 mm. Strips width has been chosen in order to
maximize the spatial resolution for muons and KL reconstruction and minimize the total
number of channels. Each strip has a groove in the center where a wavelenght-shifting
optical fiber is inserted. The fiber picks up the scintillation light and carries it to the
SiPMs that are composed of 667 photodiodes pixel of 1.3 × 1.3 mm2. The system is

53



characterized by a high time resolution, around σt = 0.7 ns, and by a high output rate
capability. Disadvantages of SiPM are the high level of noise, pixel cross-talk and a high
ambient temperature dependence.

Since the muon identification is important in this analysis, it is briefly described be-
low.
Muon identification begins from the reconstruction of a charged track in the CDC. The
charge track is extrapolated up to the KLM region under the hypothesis that it was a π:
0.6 GeV/c is the minimum momentum that a track needs in order to cross at least one KLM
module and be considered into the KLM acceptance. If a KLM hit is near the crossing of
the extrapolated track on the KLM module, than it will be associated to the track. Two
ranges are defined: the predicted range by the track and the actual range. The predicted
range is defined by the outermost KLM module crossed by the extrapolated track consid-
ering the interactions that the particle associated to the track makes inside the KLM. The
actual range is defined by the outermost KLM module in which there is a hit associated
to the track. If the predicted range and the actual range differ significantly, the track is
classified as hadron, otherwise the same procedure is repeated starting from the extrapo-
lation of the track under the hypothesis that the track is generated by a µ . Hits associated
to the track with an appropriate fitting technique are used to predict the path of the track
into the KLM. The goodness of fit and the difference between the measured range and
the predicted range are used in a likelihood ratio test in order to test the hypothesis of µ

against the hypothesis of hadron.
The muon detection efficiency in the barrel KLM is about 89% for momenta p ≥ 1 GeV/c.
The contamination from hadrons is around 1.3% rising up to 3.8% at 0.7 GeV/c. Fake
muons are pions that do not decay in flight and do not produce inelastic hadronic inter-
actions in the KLM. The contribution from kaons to the hadron fake rate is much smaller
because they are identified efficiently from the particle identification systems. The KL
detection efficiency is of the 80% for momenta p ≥ 3 GeV/c. Muon and KL detection ef-
ficiencies in the endcaps KLM are similar. Figure 2.21 shows the side view of the Belle II
KLM.

2.5.6 Trigger

In order to apply an efficient event selection at the designed luminosity of L = 6.5×1035

cm−2 s−1 of SuperKEKB, the trigger system must satisfy the requirements listed in the
following:

• around 100% efficiency for hadronic events from ϒ (4S) B meson decays and from
annihilation events in the continuum;

• maximum average trigger rate of 30 kHz;

• a fixed latency around 5 µs and a timing precision ≤ 10 ns.

The trigger rate and the total cross section of some relevant events at the designed lumi-
nosity of SuperKEKB are listed in Table 2.9. Bhabha events and γγ events are used to
measure the luminosity and to study the response of the detector. BB̄ events and hadronic
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Figure 2.21 Side view of the KLM. The gray lines represent the nominal acceptance. Image taken
from The Belle II Technical Design Report [73].

events from continuum are characterized by a large multiplicity of tracks in the final states,
in order to select efficiently this kind of events it is possible to set the trigger to require a
large number of tracks in the final state. It is more complicated design a trigger for low
multiplicities events, as for example τ leptonic decays or processes involving dark sector
particles, because they are characterized by zero or only two tracks in the final state, for
this reason they are hardly distinguishable from background events. Moreover some of
low multiplicities process, as for example processes studied in dark sector searches, have
a topology quite similar to Bhabha events, µ+µ− events or γγ events that have a very large
cross section. It is necessary, therefore, to apply a veto in order to suppress Bhabha, µ+µ−
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Process Cross section σX (nb) Event rate (Hz)

ϒ (4S)→ BB̄ 1.2 960
Hadron production from the continuum 2.8 2200
µ+µ− 0.8 640
τ+τ− 0.8 640
Bhabha events (θlab ≥ 17o) 44 350 (a)

γγ (θlab ≥ 17o) 2.4 19 (a)

2γ processes (θlab ≥ 17o and pT ≥ 0.1 GeV/c) ≃ 80 ≃ 15000

Total ≃ 130 ≃ 20000
(a) Rate is prescaled by a factor 1/100
since this events have large cross sections

Table 2.9 Total cross sections and trigger event rates of different processes at the ϒ (4S) peak at
the design luminosity of L = 8.0×1035 cm−2 s−1 of SuperKEKB. Table taken from The Belle II
Technical Design Report [73].

and γγ events and this cause a loss of trigger efficiency. The trigger system is composed
of the Level 1 trigger (L1) and the High Level Trigger (HLT) implemented in the Data
Acquisition System (DAQ).

Level-1 trigger (L1) The L1 trigger is a hardware based system that consists of sub-
trigger systems that collect the trigger information of the relative sub-detector and send
those information to a Global Reconstruction Logic (GRL) where a low level reconstruc-
tion is done combining the information of the individual sub-trigger systems. Results ob-
tained by the GRL are sent to the final decision logic, the Global Decision Logic (GDL),
that finally generates a trigger signal when its selection criteria are satisfied. In Belle II,
each trigger primitive is generated using Field Programmable Gate Array (FPGA) tech-
nology. The GRL is based mainly on the CDC and ECL trigger information, but also TOP
and KLM are included in the system.
The CDC sub-trigger provides information about the tracks detected in the CDC. It con-
sists of a 2D trigger that is based on the track reconstruction in the plane (x,y) and of a 3D
trigger that adds information on the z-coordinate near the interaction point. The 3D trigger
is very important for the background rejection because tracks from background events are
characterized by a z-coordinate not localized near the IP, while tracks produced by e+e−

collisions come from the IP and their z-coordinate is around zero.
The ECL trigger generates fast signals both for neutral and charged particles. Two differ-
ent configurations have been designed, one based on the total energy deposit in the ECL
and the other on isolated clusters. The former is sensitive to physics events with high elec-
tromagnetic energy deposit while the latter is sensitive to multi-hadronic physics events
that produce low energy clusters, and to MIPs. Furthermore the ECL trigger can identify
Bhabha and γγ events that are characterized by a back-to-back topology: this is very use-
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ful to measure the luminosity in real time and to ensure a high trigger efficiency for low
multiplicity events.
The TOP trigger provides precise timing and hit topology information and the KLM trig-
ger is used for event selection of µ pairs. The KLM trigger is independent from the CDC
trigger and it is useful to measure efficiencies of the other sub-triggers and improve the
trigger efficiency of low multiplicity events.
The GDL receives all sub-trigger information, and after logic calculations and prescaling
it provides the L1 trigger. The total latency of the L1 trigger is around 5 µs. The Trigger
is affected by an uncertainty of around 10 ns called trigger jitter.

High-Level trigger (HLT) The HLT is a software based system that consists in a full
reconstruction of the event in real time using event data from all detectors apart PXD. The
reconstruction is done using the same software used for the offline event reconstruction
(basf 2, see Section 2.6) in order to avoid additional systematic uncertainties different
from those of the offline reconstruction.
During the online reconstruction, the HLT decision allows to: further reduce the event
rate down to 10 kHz; to define PXD ROIs from the reconstructed tracks using CDC+SVD
that are extrapolated back onto PXD (see Section 2.5.1). ROIs are used to select the PXD
hits to be combined later; flag the events compatible with interesting physics processes;
provide information about data quality through the plots of the data quality monitor.
The HLT has two stages: during the first, events are filtered by applying a selection, for
example, on the track multiplicity, on the vertex position of the event and on the total
energy deposit in the ECL to define which events are discarded. The final software trigger
result coincides with the filter decision; On accepted events, the second stage is calculated
and the online tagging of the events is performed. The information from the second stage
can be accessed later during reprocessing or for a faster skimming of events, as for example
the hadronic selection or the low-multiplicity selection. The HLT filtering has been applied
only from the end of 2020.

Dedicated dark sector triggers Dedicated low multiplicity triggers and “dark sector”
triggers are implemented in Belle II making the dataset collected up to now world-unique.
Some dedicated low multiplicity and dark sector triggers are:

• single photon trigger operational for entire dataset. It was not present in Belle, while
only 53 fb−1 of data were recorded with single photon trigger in BABAR;

• single muon trigger exploiting the KLM detector has been recently introduced and
shows an efficiency of 90%;

Figure 2.22 shows the nearly 100% single photon trigger efficiency for the threshold on
single photon energy set to 1 GeV. A, newly designed trigger allows reducing the threshold
down to 0.5 GeV for single photons.
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Figure 2.22 L1 single photon trigger efficiency for a 1 GeV cluster in the ECL.

2.6 The Belle II software and computing

The Belle II software can be divided in three parts: the Belle Analysis Framework 2 (basf 2)
[83], that is used both online, as for example for the HLT, and offline, as for example for
physics analysis or detector studies; the externals containing third-part code, like EvtGen
[84] and PYTHIA [85], used for event generation, Geant4 [86], used for the simulation
of the detector and ROOT [87], used for analysis; the tools that are a collection scripts
used for the installation and setup of basf 2 and externals. In particular, basf 2 is orga-
nized into about 40 packages, such as the base-level framework, one package for each
sub-detectors, the packages dedicated to reconstruction and simulation, and the analysis
package containing the tools used in the analysis.
Basf 2 is based on modules, mostly written in C++, that allows to implement in the soft-
ware framework all operations needed for the analysis or the optimization of detectors:
from generation of MC samples to simulation of all detector and to reconstruction of
tracks, from unpacking of raw data to physics analysis, extracting all parameters required
by the user and saving them in appropriate files. The modules are handled using appro-
priate python scripts, called steering files, that allow to call the necessary modules, set the
parameters and insert modules in paths. When the data are processed, basf 2 executes the
modules in the order as they are recalled in the steering file. Each module can access the
Data Store, which is a common repository to which all modules have access to writing and
reading. Each module can read or write the Data Objects, which are the elementary classes
of basf 2 written in C++ and which contain the information provided by the detector or by
other modules. The information written in Data Objects are stored in the Data Store.
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Additionally, the Conditions Data contains a number of settings or calibrations that can
evolve over time, like the information about the geometry of the detector, the information
about the material budget of every single piece of the detector, the calibration constants,
the accelerator parameters and all those information needed by the user in order to perform
simulation, reconstruction of data and so on. The user can access to Conditions Data in or-
der to update the information of the detector, for example update the calibration constants
after a sub-detector calibration run, or in order to recall and use in modules and scripts the
information contained in it.
The computing system of Belle II uses a grid-based approach: an infrastructure of many
facilities distributed to all members of the Belle II organization connected to a common
software, in order to process the huge amount of data produced during the activity of
Belle II. It performs several tasks, such as raw data processing, Monte Carlo event produc-
tion, physics analysis and archiving the data resulting from each of the previous steps.
Raw data coming out of the detector are stored and processed at KEK. The resulting out-
put, called mini data summary table (mDST), will be distributed to the various grid sites.
The mDST files contain only the necessary classes to run physics analysis and have a size
which is roughly one tenth of the size of the raw data. In addition to data, also MC samples
are in mDST format and distributed to the grid. The users will perform analysis processes
on the mDST files on the grid and will transfer the resulting lighter output (n-tuples with
high-level information and analysis information that the user decides to save) to the local
resources.

59



3. Analysis strategy and event selection

We search for the process e+e− → µ+µ−Z′, Z′ → τ+τ−. We reconstruct only 1-prong τ

decays, whose corresponding branching ratios are BR(τ → eντ ν̄e)∼ 18%, BR(τ → πντ)∼
50% and BR(τ → µνµ ν̄µ)∼ 17%.
The signature of the signal is the appearance of a sharp peak in the mass of the system re-
coiling against two well identified opposite charge muons (”recoil mass”, from now on) in
events with four reconstructed tracks. Neutrals can also be present as decay products of the
τ’s. From now on in this thesis, we name “tagging muons” the two opposite charge well
identified muons, and “τ-daughters” the remaining two opposite charged tracks. These
last are the decay products of the τ from the Z′ in the case of the signal, but do not neces-
sarily come from τ’s in background events. Events with more than two identified muons
will have multiple candidates: two candidates for 3 muon events and 4 candidates for 4
muon events. We consider all of them, making no attempt to select one specific candidate
within the event. We select events with 4 tracks coming from the interaction point: two of
them are required to be identified as muons with a µID > 0.5 (tagging muons), while the
remaining two (τ-daughters) are required to have at least one of the particle identification
variables, electron, muon or hadron (1−eID−µID), larger than 0.5. The finite τ lifetime
does not produce significantly displaced tracks and they can be selected as if they origi-
nated from the interaction point. We use two trigger lines in logical OR: the CDC fff and
the OR of the CDCKLM lines, that are described in Chapter 5. We select data events with
the corresponding bits set and we use measured efficiencies as MC event weights while
comparing data with MC. We do not use the trigger simulation at all, since unfortunately
it seems to be unreliable for these lines, at least in the present MC release.
Due to the presence of undetected neutrinos in the final state (from two to four, de-
pending on the τ decays) some missing energy is expected. A selection on the recon-
structed four-track invariant mass M is then performed: this allows to reject a good frac-
tion of the background components with M peaking on the collision energy. The main

Process Cross section (nb) Process Cross section (nb)

e+e− → B0B̄0 0.510 e+e− → µ+µ(γ) 1.148
e+e− → B+B− 0.540 e+e− → τ+τ−(γ) 0.919
e+e− → uū 1.61 e+e− → e+e−µ+µ− 18.9
e+e− → dd̄ 0.40 e+e− → e+e−τ+τ− 0.182
e+e− → ss̄ 0.38 e+e− → µ+µ−τ+τ− 0.143×10−3

e+e− → cc̄ 1.30 e+e− → µ+µ−µ+µ− 0.342×10−3

Table 3.1 Cross section of the expected main background processes and other secondary processes
that could contribute.

expected background components are the Standard Model processes e+e− → qq̄ (qq̄ =
uū,dd̄,cc̄,ss̄,B0B̄0,B+B−), e+e− → τ+τ−(γ), e+e− → µ+µ−(γ), e+e− → e+e−µ+µ−
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and e+e− → µ+µ−τ+τ−. The Table 3.1 (above) reports the cross sections for the ex-
pected main background components and other secondary processes that can contribute.
One of the main parts of the analysis is devoted to the background suppression. Distribu-
tions of kinematic variables for both background and signal events are studied, and their
differences exploited. They are mainly based on two signal features: the presence of a
resonance in the recoil mass and the compatibility of the recoil system with a ττ system.
A Multivariate Analysis (MVA) technique is implemented to maximize background rejec-
tion, while keeping an acceptable signal efficiency.
The signal yield extraction is performed through a fit of the distribution of the recoil mass,
which is the main kinematic variable, in which we expect to observe a peak correspond-
ing to the Z′ mass for signal events. The same fit procedure allows an estimate of the
background directly from data. The presence of the signal is checked with a scanning
technique, moving the fit ranges with steps corresponding to half the recoil mass reso-
lution. Control samples are used to check the analysis procedures at each step and to
evaluate a significant part of the systematics.
We compute 90% confidence level (CL) upper limits to the process cross section and to
the coupling g′ by applying a Negative Logarithmic Likelihood (NLL) approach, using the
CLs frequentist technique to the background+signal fits.
The MC samples used for the analysis are shown in Table 3.2: the first column re-
ports the samples used for the background rejection studies, for the training of the MVA
and for the sensitivity extraction; the second column reports the samples used for the
data validation performed with the control sample e+e− → π+π−τ+τ− to which mainly
e+e− → τ+τ−(γ) and e+e− → qq̄ events contribute (see Chapter 5). For what concerns

Process MC sample Control sample
e+e− → µ+µ−τ+τ− e+e− → π+π−τ+τ−

e+e− → uū,dd̄,cc̄,ss̄ 1.5 ab−1 100 fb−1

e+e− → B0B̄0 1.5 ab−1 100 fb−1

e+e− → B+B− 1.5 ab−1 100 fb−1

e+e− → τ+τ−(γ) 1.5 ab−1 100 fb−1

e+e− → µ+µ−(γ) 0.5 ab−1 100 fb−1

e+e− → e+e−µ+µ− 0.5 fb−1 100 fb−1

e+e− → e+e−π+π− 0.5 ab−1 1 ab−1

e+e− → e+e−τ+τ− 5 ab−1 5 ab−1

e+e− → µ+µ−τ+τ− 5 ab−1 5 ab−1

e+e− → µ+µ−µ+µ− 5 ab−1 5 ab−1

Table 3.2 MC samples used in the analysis. The four lepton final state processes have been
generated using the AAFH generator [88], while e+e− → e+e−π+π− has been geenrated using
TREPS [89]; e+e− → τ+τ−(γ) has been generated using KKMC [90] interfaced with TAUOLA
[91]; e+e− → µ+µ−(γ) has been generated using the KKMC [90]; e+e− → uū,dd̄,cc̄,ss̄ have been
generated using KKMC [90] interfaced with Pythia [92] and EvtGen [93]; finally , e+e− → B0B̄0

and e+e− → B+B− have been generated using EvtGen [93].
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signal events, for studies on discriminant variables, signal modeling and fit procedure we
produced 20 thousand events for 3.6 < MZ′ < 10 GeV/c2 at steps of 25 MeV/c2 using
MadGraph5@NLO. For the training of the MVA method we produced 20 thousand events
from 3.6 to 5.0 GeV/c2 at steps of 50 MeV/c2, from 5.0 to 8.0 GeV/c2 at steps of 20
MeV/c2, from 8.0 to 9.0 GeV/c2 at steps of 10 MeV/c2, and finally from 9.0 to 10.36
GeV/c2 at steps of 5 MeV/c2.

3.1 Event selection

We remind that, having in mind the signal topology, we name “tagging muons” the two op-
posite charge well identified muons, and “τ-daughters” the remaining two opposite charge
tracks. The latter are the decay products of the τ from the Z′ in the case of the signal,
but do not necessarily come from τ’s in background events. Events with more than two
identified muons will have multiple candidates: two candidates for 3 muon events and 4
candidates for 4 muon events.

3.1.1 Characterization of background events

The main expected background components for this analysis are e+e− → qq̄, e+e− →
τ+τ−(γ), e+e− → µ+µ−(γ) and e+e− → e+e−µ+µ− events. The two additional tracks
in e+e− → µ+µ−(γ) events are mostly electrons from ISR photon conversions. Figure 3.1
shows the distribution of the 4-track invariant mass for the different background compo-
nents. Tagging muons are identified by requiring µID > 0.5, while electrons, muons and
hadrons in τ-daughters are required to have eID > 0.5, µID > 0.5 and (1−µID−eID)>
0.5, respectively. Events are classified depending on the particle identification of tracks
of the two τ-daughters: h− h, h− l or l − l, where l = e,µ . The e+e− → µ+µ−(γ) and
e+e− → e+e−µ+µ− background components have a large peak at the ϒ (4S) mass because
the four tracks saturate the energy in the center of mass. The e+e− → e+e−µ+µ− process
shows a large tail for small invariant masses, due to events in which the primary elec-
trons are outside acceptance and the τ-daughters coincide with tracks from photon con-
versions. In order to reject a large fraction of e+e− → µ+µ−(γ) and e+e− → e+e−µ+µ−

events we apply a pre-selection requiring the invariant mass of the four tracks in the
events to be M < 9.5 GeV/c2. This requirement implies a signal inefficiency of the or-
der of 1%. We also expect to have background contributions from the Standard Model
e+e− → µ+µ−τ+τ−, e+e− → µ+µ−µ+µ− and e+e− → e+e−τ+τ− processes. The re-
coil mass distribution for each background contribution normalized to 500 fb−1 is shown
in Figure 3.2. The dominant background in the interesting recoil mass region, [3.6,
10.0] GeV/c2, is made of e+e− → τ+τ−(γ). Other relevant contributions come from
e+e− → qq̄ and e+e− → e+e−µ+µ− events, especially at very high recoil mass. The
component due to the Standard Model e+e− → µ+µ−τ+τ−, e+e− → µ+µ−µ+µ− and
e+e− → e+e−τ+τ− events is negligible at this level of the analysis. We focus mostly on
e+e− → τ+τ−(γ) and e+e− → qq̄ background components, because they are dominant.
Figure 3.3 shows, for both background components, the recoil mass distribution of events
in which the two candidate tagging muons are selected with µID > 0.5 or µID > 0.9. For
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e+e− → τ+τ−(γ) events (left plots) there is a peak at high recoil masses: this is mostly
due to the case in which both candidate tagging muons are fake-µ , and can be reduced
requiring µID > 0.9 (bottom-left plot). The contribution is mostly due to τ → 3π , where
two pions are wrongly identified as muons. The case with two fake muons is also domi-
nant for e+e− → qq̄ background (right plots), and again can be reduced with a stronger cut
on µID on the tagging muons (bottom-right plot). Fake-muons are observed to contribute
mostly at low momenta, where the µID is less effective.
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Figure 3.1 Four-track invariant mass distribution M for the differ-
ent background contributions: e+e− → τ+τ−(γ)-events (up-left),
e+e− → qq̄-events (up-right), e+e− → µ+µ−(γ)-events (down-
left), e+e− → e+e−µ+µ−-events (down-right). Also shown are
the different contributions, depending on the particle identifica-
tion of the so called τ-daughters.
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Figure 3.2 Recoil mass (against the tagging muon pair) distribution for each background compo-
nent after the pre-selection that requires M < 9.5 GeV/c2.
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Figure 3.3 Recoil mass distributions. Left plots are for e+e− → τ+τ−(γ) events: tagging muons
are required to have µID > 0.5 (above) or µID > 0.9 (below). Right plots are for e+e− → qq̄
events: tagging muons are required to have µID > 0.5 (above) or µID > 0.9 (below). Also shown
are the different contributions corresponding to cases in which, looking at MC truth, both muons
are real muons, one is real and the other is fake, both are fake.
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3.1.2 Background rejection

Our e+e− → µ+µ−Z′, Z′ → τ+τ− signal is expected to show up as a peak in the invari-
ant mass of the system recoiling against two tagging muons (recoil mass, from now on),
obtained from

pµ0 + pµ1 + precoil = pe+ + pe− (3.1)

where pµ0 and pµ1 are the 4-momenta of the two tagging muons, precoil is the 4-momentum
of the recoil system, pe+ and pe− are the 4-momenta of the positron and electron of the
initial state. From the previous equation we obtain the squared recoil mass

M2
recoil = s+M2

µµ −2
√

s(ECMS
µ+ +ECMS

µ− ), (3.2)

where
√

s is the energy in the center-of-mass frame, M2
µµ is the squared invariant mass of

the tagging muon pair and ECMS
µ± is the energy of the tagging muon in the center-of-mass

frame. This recoil system is made of the visible remnants of two τ one-prong independent
decays. The main features of the signal are:

• two well identified muons (tagging muons);

• a peak in the invariant mass of the system recoiling against these two tagging muons
(recoil mass, from now on), the Z′, that is made of the charged and neutral remnants
of two τ one-prong independent decays;

• the rest frame of the recoil system, which is the rest frame of the Z′, is equivalent to
the final state of a e+e− → τ+τ− reaction, with collisions at

√
s = MZ′ .

In this subsection we are going to describe the variables that exploit the difference between
the above listed signal features and those of the background.

Discriminant variables sensitive to the presence of a resonance in the recoil system
We focus mostly on e+e− → τ+τ−(γ) and e+e− → qq̄ dominant backgrounds. Studies
in this subsection are based on charged tracks only. The most promising discriminant
variables or variable combinations that we find are:

• p(µ1) vs p(µ0), the momenta of the two tagging muons;

• pmax
T vs pmin

T , where pmax
T and pmin

T are the transverse components of the projec-
tion of the recoil momentum along the momentum of the muon with maximum and
minimum momentum, respectively. These variables proved to be very effective in
the invisible Z′ case. We expect discrimination because the Z′ is radiated as final-
state-radiation (FSR) from one of the muons, which because of the radiation will be
most likely the lowest momentum muon. The direction of the Z′ is the direction of
the recoil, and we can describe the process with the angle between the direction of
the recoil and the direction of the muons (we prefer the transverse momentum rather
than the angle, because the former carries more information). For background events
the recoil is different, because it is not necessarily related to an FSR process;
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• p(τD,0 + τD,1) vs M(τD,0,τD,1), where p(τD,0 + τD,1) and M(τD,0,τD,1) are respec-
tively the modulus of the sum of the momenta and the invariant mass of the τ-
daughters τD: in particular, p(τD,0 + τD,1) = |p̄(τD,0) + p̄(τD,1)|, where p̄(τD,0)
and p̄(τD,1) are the three-momenta of the daughter track of each τ-lepton, and
M2(τD,0,τD,1)= (p(τD,0)+ p(τD,1))

2 where p(τD,0) and p(τD,1) are the four-momenta
of the daughter track of each τ-lepton. Electron, muon or hadron (pion or kaon)
mass is assumed depending on the result of the particle identification.

All momenta are expressed in the center-of-mass frame. Examples of these distributions
for MZ′ = 3.6 GeV/c2 are shown in Figure 3.4, while for MZ′ = 6.6 GeV/c2 and MZ′ = 9.6
GeV/c2 are shown in Figures 3.5 and 3.6. Background (e+e− → τ+τ−(γ) + e+e− →
qq̄) and signal are evaluated at the same recoil mass, within ±5σpeak, where σpeak is the
resolution. We observe that the p(µ1) vs p(µ0) and pmax

T vs pmin
T work better at small

Z′ mass, while p(τD,0 + τD,1) vs M(τD,0,τD,1) works a bit better for high Z′ mass. We
express these variables in better, less mass dependent, more physics (kinematics)-wise,
way for later use: this is important because we will use the variables to train a MVA in
which we put together different masses.
The two-dimensional p(µ1) vs p(µ0) distribution is confined between two lines, which can
be expressed by two analytical functions directly related to physics features: the hyperbola
and the straight line shown in red and green, respectively, in the top-left plot of Figure 3.4.
Both functions can be expressed using half of the energy in the center-of-mass frame
(
√

s/2), and the maximum momentum (P) of the system recoiling against the two muons
(the Z′ in case of signal). The latter corresponds to the case in which a system of mass MZ′

recoils against a dimuon system of the minimum possible squared invariant mass (2mµ)
2.

P =

√
(s+M2

Z′ − (2mµ))2 −4sM2
Z′

2
√

s
(3.3)

With y = p(µ1) and x = p(µ0), the two functions are

y = P− x

y =
k

x−
√

s/2
+
√

s/2,with k =
√

s/2(
√

s/2−P)
(3.4)

We define d1 and d2 as the distances of a generic point of the distribution from the straight
line and from the hyperbola, respectively, and then A = (d1− d2)/(d1+ d2). Because
background events (grey in Figure 3.4) populate preferentially the edge of the distribu-
tion, we expect A peaking at 1 or -1, differently from signal events (black distribution in
Figure 3.4). A is the asymmetry between the distances of a generic point with respect to
the straight and hyperbolic line which encapsulate the two-dimensional distribution. In or-
der to exploit the orthogonal coordinate, we also use the |p(µ0)R=45o/(

√
2/2 ·P)| variable,

i.e. the absolute value of the momentum of µ0 obtained after the rotation by 45o of the dis-
tribution p(µ1) vs p(µ0) (p(µ0)R=45o = p(µ0)/

√
2− p(µ1)/

√
2) and rescaled by

√
2/2 ·P

in order to be defined between 0 and 1. Figures 3.7, 3.8 and 3.9 show the distribution
of A and the distribution of |p(µ0)R=45o/(

√
2/2 ·P)| for signal and background events,
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respectively for MZ′ = 3.6 GeV/c2, MZ′ = 6.6 GeV/c2 and MZ′ = 9.6 GeV/c2. The back-
ground and signal distributions are normalized to the same number of entries to provide a
qualitative visualization of the discriminating power of the variables.

Figure 3.4 Distributions for signal and
background are shown respectively in black
and grey. All distributions are correspond-
ing to the mass interval 3.6 ± 5 · σpeak =
3.6 ± 0.145 GeV/c2. Up-left: p(µ1) vs
p(µ0). Up-right: pmax

T vs pmin
T . Down-left:

p(τD,0 + τD,1) vs M(τD,0,τD,1).
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Figure 3.5 Distributions for signal and
background are shown respectively in black
and grey. All distributions are correspond-
ing to the mass interval 6.6 ± 5 · σpeak =
6.6±0.05 GeV/c2. Up-left: p(µ1) vs p(µ0).
Up-right: pmax

T vs pmin
T . Down-left: p(τD,0+

τD,1) vs M(τD,0,τD,1).
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Figure 3.6 Distributions for signal and
background are shown respectively in black
and grey. All distributions are correspond-
ing to the mass interval 9.6 ± 5 · σpeak =
9.6 ± 0.008 GeV/c2. Up-left: p(µ1) vs
p(µ0). Up-right: pmax

T vs pmin
T . Down-left:

p(τD,0 + τD,1) vs M(τD,0,τD,1).

Figure 3.7 Left: distribution of the variable A = (d1− d2)/(d1+ d2). Right: distribution of
|p(µ0)R=45o/(

√
2/2 ·P)|. Both are for signal (blue) and background (red), rescaled to the same

number of entries, assuming MZ′ = 3.6 GeV/c2. All distributions are corresponding to the mass
interval MZ′ ±5 ·σpeak GeV/c2.
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Figure 3.8 Left: distribution of the variable A = (d1− d2)/(d1+ d2). Right: distribution of
|p(µ0)R=45o/(

√
2/2 ·P)|. Both are for signal (blue) and background (red), rescaled to the same

number of entries, assuming MZ′ = 6.6 GeV/c2. All distributions are corresponding to the mass
interval MZ′ ±5 ·σpeak GeV/c2.

Figure 3.9 Left: distribution of the variable A = (d1− d2)/(d1+ d2). Right: distribution of
|p(µ0)R=45o/(

√
2/2 ·P)|. Both are for signal (blue) and background (red), rescaled to the same

number of entries, assuming MZ′ = 9.6 GeV/c2. All distributions are corresponding to the mass
interval MZ′ ±5 ·σpeak GeV/c2.
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The pmax
T vs pmin

T distribution was treated in a different way. We use polar coordinates
defined as

R =
√
(pmax

T )2 +(pmin
T )2

θ = Atan2
(

pmax
T , pmin

T
) (3.5)

and then R was rescaled by P. The discriminant variables R/P and θ work quite well for
small Z′ masses, with their discriminant power decreasing with mass. Figures 3.10, 3.11
and 3.12 show the two variables for MZ′ = 3.6 GeV/c2, MZ′ = 6.6 GeV/c2 and MZ′ = 9.6
GeV/c2.

Figure 3.10 Left: distribution of R/P for signal (blue) and background (red) rescaled for the
number of entries, assuming MZ′ = 3.6 GeV/c2. Right: distribution of θ for signal (blue) and back-
ground (red) rescaled to the same number of entries, assuming MZ′ = 3.6 GeV/c2. All distributions
are corresponding to the mass interval MZ′ ±5 ·σpeak GeV/c2.

Figure 3.11 Left: distribution of R/P for signal (blue) and background (red) rescaled for the
number of entries, assuming MZ′ = 6.6 GeV/c2. Right: distribution of θ for signal (blue) and back-
ground (red) rescaled to the same number of entries, assuming MZ′ = 6.6 GeV/c2. All distributions
are corresponding to the mass interval MZ′ ±5 ·σpeak GeV/c2.
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Figure 3.12 Left: distribution of R/P for signal (blue) and background (red) rescaled for the
number of entries, assuming MZ′ = 9.6 GeV/c2. Right: distribution of θ for signal (blue) and back-
ground (red) rescaled to the same number of entries, assuming MZ′ = 9.6 GeV/c2. All distributions
are corresponding to the mass interval MZ′ ±5 ·σpeak GeV/c2.

The p(τD,0 + τD,1) vs M(τD,0,τD,1) distribution was transformed in polar coordinate too,
defined as

R1,2 =
√

(p(τD,0 + τD,1))2 +(M(τD,0,τD,1))2

θ1,2 = Atan2(p(τD,0 + τD,1),M(τD,0,τD,1))
(3.6)

Figure 3.13 (above, first two plots from the left) shows the correlation R1,2 vs θ1,2 for sig-
nal (first plot) and background (second plot). Background events approximately follow the
hyperbola of equation y =

√
2/2/(π/2− x), where y = R1,2 and x = θ1,2. A new variable

is defined as y′ = R1,2 · (π/2− x), which satisfies the relation y′ =
√

2/2 for background
events. Figure 3.13 (above, third and fourth plots) shows the scatter plot y′ vs θ1,2 with the
straight line with equation y′ =

√
2/2 for signal (third plot) and background (fourth plot).

Most of background events are accumulated close to the straight line, while most of signal
events are not. This heuristic method allows to define the distance d1,2 of a generic point
from y′ =

√
2/2. The two discriminant variables d1,2 and θ12, are shown in Figures 3.13,

3.14 and 3.15 for MZ′ = 3.6 GeV/c2, MZ′ = 6.6 GeV/c2 and MZ′ = 9.6 GeV/c2.
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Figure 3.13 Above: correlation R1,2 vs θ1,2 for signal (first) and background (second), correlation
y′ = R1,2 · (π/2−θ) vs θ1,2 for signal (third) and background (fourth). Below: d1,2 (left) and θ1,2
(right) distributions rescaled to the same number of entries. All plots are for MZ′ = 3.6 GeV/c2.
All distributions are corresponding to the mass interval MZ′ ±5 ·σpeak GeV/c2.
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Figure 3.14 d1,2 (left) and θ1,2 (right) distributions rescaled to the same number of entries. All
plots are for MZ′ = 6.6 GeV/c2. All distributions are corresponding to the mass interval MZ′ ± 5 ·
σpeak GeV/c2.

Figure 3.15 d1,2 (left) and θ1,2 (right) distributions rescaled to the same number of entries. All
plots are for MZ′ = 9.6 GeV/c2. All distributions are corresponding to the mass interval MZ′ ± 5 ·
σpeak GeV/c2.

Discriminant variables sensitive to the presence of a ττ pair in the recoil system Ad-
ditional discriminant variables can be studied in the recoil system. In particular:

A) we recostruct neutral particles, requiring Eγ > 100 MeV to reduce the contamination
from beam background photons;

B) We define a system containing all the measured particles, charged and neutral, ex-
cept the tagging muons. This coincides with the Z′ frame in case of signal. Using
the momentum opposite to the dimuon pair (recoil momentum), we boost the system
in the reference frame in which the Z′ is at rest (in case of signal). In that frame, for
the signal, the process is similar to e+e− → τ+τ− with

√
s = MZ′ . This is not true in

general for background events, hence the possibility to built discriminant variables;

C) some combinations with Rest-Of-Event (ROE) variables;
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A) Neutral Particles We reconstruct the 10 most energetic photons in the event,
and combine them in pairs to search for neutral pions (π0 → γγ), selecting only those
combinations with an invariant mass compatible with the π0 mass. Figure 3.16 shows the
invariant mass of photon pairs compatible with the π0 mass, with our selection (grey peak)
superimposed, for a Z′ mass of 3.6 GeV/c2 and the ττ and qq̄ background components.

Figure 3.16 Inviariant mass of photon pairs
compatible with the hypothesis of π0, for sig-
nal (top-left), ττ events (top-right) and qq̄
events (down-left), for MZ′ = 3.6 GeV/c2.

We then study the distributions of the angle between the neutral pion momentum and
the tagging muon momentum directions in the center-of-mass frame. In particular, we
consider two cases:

• the angle between the 3-momentum of the π0 and the 3-momentum of the tagging
muon of minimum momentum, α(π0, p(µ)min);

• the angle between the 3-momentum of the π0 and the 3-momentum of the tagging
muon of maximum momentum, α(π0, p(µ)max);

Figure 3.17 shows these angles for MZ′ = 3.6 GeV/c2, and their correlations for signal
and main background components. The main background is the ττ process, where one of
the two τ decays in one µ that passes the µID selection, and the other τ decays in three
charged pions, with one of them mis-identified as a muon, plus a π0. In this case, the first
(real) muon is preferentially the most energetic, and the π0 goes in the opposite direction.
There are also cases in which a τ decays in a charged pion mis-identified as a muon.
In this case the π0 goes in the same direction. Since the angles are not always defined
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because in some events there can be zero neutral pions, we use the two-angle correlation
to build two new variables, which are also sensitive to the number of neutral pions in the
event. Backgrounds concentrate mostly in the up-left (mainly) and up-right corners of the
correlation plot (see Figure 3.17, bottom), while signal is more uniformly distributed. We
sum the energy of neutral pions that fall inside and outside the corner regions of the plot
according to the following condition:

(1) (α(π0, p(µ)max)≤ 0.5 or α(π0, p(µ)max)≥ 2.5) and
(α(π0, p(µ)min)≤ 0.8 or α(π0, p(µ)min)≥ 2.4)

The two new variables are:

Σ
n

π0
i=0Ei(π

0)CMS
IN

Σ
n

π0
i=0Ei(π

0)CMS
OUT

(3.7)

where IN means the above condition (1) is satisfied, while OUT means it is not.

Figure 3.17 α(π0, p(µ)max) (top-right), α(π0, p(µ)min) (top-left), rescaled to the same number
of entries, α(π0, p(µ)max) vs α(π0, p(µ)min (below) for MZ′ = 3.6 GeV/c2 and main background
components. All distributions are corresponding to the mass interval MZ′ ±5 ·σpeak GeV/c2.
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The two variables are shown in Figure 3.18, they look very similar for different Z′ masses.
The peak at zero is quite different for signal and background and it is related to the number
of neutral pions in the events: most of background events with π0s fall in the corners of
the correlation plot in Figure 3.17, while the opposite holds for the signal. For example,
for Σ

n
π0

i=0Ei(π
0)CMS

OUT we expect that the number of events where the sum of the energies
of the π0s is equal to zero is higher for background than for signal (because most of
background events with π0s fall IN the corners of the correlation plot), while the number
of events where the sum of the energies of the π0s differs from zero is larger for signal
than for background (because most of signal events with π0s fall OUT of the corners of
the correlation plot). We expect the opposite for Σ

n
π0

i=0Ei(π
0)CMS

IN .

Figure 3.18 Σ
n

π0
i=0Ei(π

0)CMS
IN (left), Σ

n
π0

i=0Ei(π
0)CMS

OUT (right) for MZ′ = 3.6 GeV/c2. All distributions
are corresponding to the mass interval MZ′ ±5 ·σpeak GeV/c2 and rescaled to the same number of
entries.

B) Boosted reference frame We transform to the system where the signal Z′ would
be at rest and use mostly shape variables [94]:

• thrust T . For a collection of N particles with momenta −→p i, the thrust axis is the axis
−→n T that maximizes the projection of the 3-momenta of the particles; the projection,
normalized to the sum of the 3-momenta modules is called thrust T . Formally it is
defined as

T = max−→n

Σ N
i |−→p i ·−→n |
Σ N

i |−→p i|
(3.8)

where |−→n | = 1 and the sum Σi runs over the three-momenta, −→p i, of all final states.
The thrust axis is defined by the vector −→n T for which the maximum is obtained.
This definition means that for T = 1 the event is perfectly back-to-back while for
T = 1/2 the event is spherically symmetric;

• first Fox-Wolfram moment fox-R1. For a collection of N particles with momenta
−→p i, Fox-Wolfram moments are defined as

Hl = Σ
N
i, j
|−→p i||−→p j|

s
Pl(cosθi j) (3.9)
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where Pl is the lth order Legendre polynomial and θi j is the angle between −→p i and
−→p j,

√
s is the center-of-mass energy. They are an effective way of describing the

angular correlations between particles. The first Fox-Wolfram moment will be

H1 = Σ
N
i, j
|−→p i||−→p j|

s
(cosθi j) = Σ

N
i, j

−→p i ·−→p j

s
(3.10)

We use the ratio
fox−R1 =

H1

H0
(3.11)

that in case of events with two strongly collimated jet-like structures takes a value
close to zero.

• angle between the thrust and the momentum directions of the tagging muons, distin-
guishing as before the cases of maximum and minimum momentum: muon α(p(µ)max,

−→n T )
and α(p(µ)min,

−→n T ).

Figures 3.19, 3.20, 3.21 and 3.22 show the distributions of thrust, first Fox-Wolfram mo-
ment and angle between thrust and muons with maximum and minimum momentum for
signal and background, for three different masses.

Figure 3.19 Thrust T distributions for signal
and background, rescaled to the same number
of entries, for the three different masses: MZ′ =
3.6 GeV/c2 (top-left), MZ′ = 6.6 GeV/c2 (top-
right), MZ′ = 9.6 GeV/c2 (bottom). All distri-
butions are corresponding to the mass interval
MZ′ ±5 ·σpeak GeV/c2.
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Figure 3.20 First Fox-Wolfram, f oxR1, mo-
mentum distributions for signal and back-
ground, rescaled to the same number of en-
tries, for the three different masses: MZ′ = 3.6
GeV/c2 (top-left), MZ′ = 6.6 GeV/c2 (top-
right), MZ′ = 9.6 GeV/c2 (bottom). All distri-
butions are corresponding to the mass interval
MZ′ ±5 ·σpeak GeV/c2.

Figure 3.21 Distributions of angles between
the momentum of the muons with maximum
momentum and the thrust direction, for signal
and background, rescaled to the same number
of entries, for three different masses: MZ′ = 3.6
GeV/c2 (top-left), MZ′ = 6.6 GeV/c2 (top-
right), MZ′ = 9.6 GeV/c2 (bottom). All distri-
butions are corresponding to the mass interval
MZ′ ±5 ·σpeak GeV/c2.
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Figure 3.22 Distributions of angles between
the momentum of the muons with minimum
momentum and the thrust direction, for signal
and background, rescaled to the same number
of entries, for three different masses: MZ′ = 3.6
GeV/c2 (top-left), MZ′ = 6.6 GeV/c2 (top-
right), MZ′ = 9.6 GeV/c2 (bottom). All distri-
butions are corresponding to the mass interval
MZ′ ±5 ·σpeak GeV/c2.

C) Variables built using Rest-Of-Event We reconstruct the Rest-Of-Event (ROE)
with respect to the tagging muon pair, containing all the information of particles not re-
constructed as muon pair, and build new discriminating variables:

• ∆ROEM = M−M[ROE(µµ)]−M(µµ)

• ∆ROEE = E −E[ROE(µµ)]−E(µ0)−E(µ1), where energies are calculated in the
boosted reference frame (where Z′ is at rest)

M and E are the invariant mass and the total energy of the four tracks in the event,
M[ROE(µµ)] and E[ROE(µµ)] are the invariant mass and the total energy of the ROE
system, M(µµ) is the invariant mass of the muon pair and E(µi), i = 0,1 are the energies
of the two tagging muons. These are heuristic combinations of kinematic variables, with
some discriminant power. They are shown respectively in Figures 3.24 and 3.23, for three
different masses.
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Figure 3.23 Distributions of ∆ROEM for three
different masses (signal and background are
rescaled to the same number of entries): MZ′ =
3.6 GeV/c2 (top-left), MZ′ = 6.6 GeV/c2 (top-
right), MZ′ = 9.6 GeV/c2 (bottom). All distri-
butions are corresponding to the mass interval
MZ′ ±5 ·σpeak GeV/c2.

Figure 3.24 Distributions of ∆ROEE for three
different masses (signal and background are
rescaled to the same number of entries): MZ′ =
3.6 GeV/c2 (top-left), MZ′ = 6.6 GeV/c2 (top-
right), MZ′ = 9.6 GeV/c2 (bottom). All distri-
butions are corresponding to the mass interval
MZ′ ±5 ·σpeak GeV/c2.
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3.2 Multivariate Analysis (MVA)
The Multivariate Analysis is the statistical analysis of a problem characterized by many
variables that can be correlated in various ways, or also not correlated, that are simulta-
neously analyzed. The methodology used in MVA is to provide a training sample with
already known classification used by MVA to learn how to separate classes of events such
as signal and background, which is the main interest for this analysis. In few words, MVA
is given a sample of only signal events, a sample of only background events and some
input variables with some discriminant power between signal and background. MVA pro-
vides a single output variable ranging from 0 to 1 for the two categories, that optimizes
the information in the input variables.
There are two main steps in the learning procedure of an MVA: training and testing. Dur-
ing the training phase, MVA learns how to distinguish background from signal events, in
a way that depends on the method implemented. During the testing phase, statistical in-
dependent background and signal samples are used to check if overtraining has occurred.
Overtraining happens if the MVA has learnt “too well” to recognize the specific features
of the training sample, like statistical fluctuations. In case of overtraining, the discrimi-
nant power of MVA is very high for the training sample, but it does not work well on the
other samples. The main reasons for overtraining are: low statistics for the training sample
or excessive depth of the training. In the first case, the training sample is dominated by
fluctuations that MVA learns to recognize, while in the second case the training is so deep
that MVA is able to learn the little fluctuations, becoming too specialized to recognize
them. The overtraining can be spotted by checking whether the MVA results on testing
and training samples are statistically compatible or not: if they are not, than ovetraining
has occurred.
There exist many MVA methods, and two of them will be explored below: Multi-Layer
Perceptron and the Boosted Decision Tree, both studied during the analysis. More details
can be found in Reference [95].

Multi-Layer Perceptron (MLP) Artificial Neural Networks (ANNs) are inspired by
biological neural networks and consist of simulated collection of interconnected artificial
neurons producing certain output response to a given set of input signals. The basic oper-
ation of a neuron is the following: given a set of input variables xi = x1,x2, ...,xn and a set
of weights wi = w1,w2, ...,wn, the neuron performs a weighted sum of the inputs, in our
case

x = c+Σiwixi (3.12)

where c is an offset. The weighted mean x is then tested against a smoothed step-like
function like the sigmoid σ(x) or the hyperbolic tangent tanh(x):

σ(x) =
1

1+ e−x

tanh(x) =
ex − e−x

ex + e−x

(3.13)

The behaviour of an ANN is determined by the layout of the neurons, the weights of
the inter-neuron connections and the response of the neurons to the input. In principle,
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an ANN can have n neurons with n2 connections, however the complexity is reduced by
organizing the neurons in layers and allowing connections directly from a layer to the
following one. This particular ANN is called Multi-Layer Perceptron. The first layer is
called input layer, the last layer is the output layer and all the other layers in between
are called hidden layers. Considering a classification problem with xi = x1, ...,xnvar input
variables, they are handled by nvar neurons, while there is one neuron in the output layer
that holds the output variable, the estimator yANN . Figure 3.25 shows the structure of a
Multi-Layer Perceptron with one hidden layer. The main parameters used to define the
architecture of the MLP are: the number and the structure of hidden layers, the activation
function and the number of training cycles the MLP runs over to optimize the search of
the weights. For our MLP, we choose to use:

• one hidden layer, which is sufficient to approximate a given continuous correlation
function to any precision, provided that a sufficiently large number of neurons is
used in the hidden layer, according to the Weierstrass theorem [95];

• nvar +1 neurons;

• tanh as activation function;

• 500 training cycles.

We tried different, more complex, architectures, for example by increasing the neurons
of the hidden layer, but we got very similar final results. Actually, for large numbers of
hidden neurons, it turned out that MVA did not use some of them.

Boosted Decision Trees (BDT) The working principle of a decision tree is that starting
from a root node, a sequence of splits in different nodes is applied to data, using a single
discriminant input variables xi. At each node, the variables that gives the best separation
between background and signal are used. The same variables can be used in different
nodes, and some variables might not be used at all. In general, the procedure goes on
until each terminal node is labelled as background or signal depending on the majority of
events that end up in the respective nodes. Subsequently every processed events undergoes
the selection criteria, following a different path down the tree from the root to the leaves
depending on the values of its variables, until it arrives to the last node, and there it is
classified as background or signal. Figure 3.26 shows the schematic view of a decision
tree. The boosting extend the concept from a single decision tree to several decision trees,
a forest, and classifying an event on a majority vote of the classifications done by each
tree in the forest. In spite of the straightforward interpretation of the single tree, boosting
increases the statistical stability of the classifier and is able to drastically improve the
separation performance compared to a single decision tree. For more details on BDT see
[95]. The main parameters of the BDT are number of trees the forest is composed of and
the max allowed depth of the single decision tree.
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Figure 3.25 Multi-Layer Perceptron with one hidden layer [95].

In our case we use the following settings:

• 200 trees in the forest;

• max depth for the single decision tree of 3;

• boost algorithm is the adaptive boost

The adaptive boost starts with a single decision tree.When the training of the first tree has
completed, all misclassified events are re-weighted with a weight, α , derived from the
misclassification rate, err, of the previous tree

α =
1− err

err
err =

nmis

ntotal

(3.14)

Then a new tree is trained, using the entire sample, and the procedure is repeated re-
weighting the misclassified events for an arbitrary number of trees. The final output is a
number which is the weighted sum of the binary output of the single trees, -1 for back-
ground and +1 for signal, where the weight of each tree is the logarithm of the α value
associated to it.
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Figure 3.26 Schematic view of a decision tree [95].

3.2.1 MVA strategy
For this analysis, we use the TMVA package (v4.3.0) [95] implemented in ROOT [87]
(version v6-20-04). The list of variables used in the training of the MVA strategies are
(see Section 3.1.2):

• Sensible to the presence of a resonance in the recoil system:
R/P, θ , A, | p(µ0)R=45o√

2/2·P |, d1,2, θ1,2;

• Sensible to the presence of a τ − τ resonance in the recoil system:
Σ

n
π0

i=0E(π0)CMS
IN , Σ

n
π0

i=0E(π0)CMS
OUT , T , fox-R1, α(p(µ)max,

−→n T ), α(p(µ)min,
−→n T ),

∆ROEE , ∆ROEM.

As a guideline, the ranking of all the variables studied in the previous section in order
of decreasing discriminant power, is shown in Table 3.3 for a specific training of MLP.
The ranking of discriminant variables can change depending on the specific recoil mass
range used to train the MVA and on the MVA method used for the training. To minimize
as much as possible the dependence upon MZ′ we use, in the case of signal, a flat distri-
bution in recoil mass for the training: this prevents the MVA from learning the position
of the signal peak and using the information to reject the background. We produced 20
thousands events from 3.6 to 5.0 GeV/c2 at steps of 50 MeV/c2, from 5.0 to 8.0 GeV/c2

at steps of 20 MeV/c2, from 8.0 to 9.0 GeV/c2 at steps of 10 MeV/c2, and finally from
9.0 to 10.36 GeV/c2 at steps of 5 MeV/c2. The recoil mass distribution of the merged
samples is shown in Figure 3.27 (left). We apply a procedure that reject events to create
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Ranking Variables

1. R/P
2. d1,2
3. ∆ROEE
4. fox-R1
5. Σ

n
π0

i=0E(π0)CMS
OUT

6. Σ
n

π0
i=0E(π0)CMS

IN
7. T
8. ∆ROEM
9. A
10. α(p(µ)max,

−→n T )
11. α(p(µ)min,

−→n T )
12. θ1,2

13. | p(µ0)R=45o√
2/2·P |

14. θ

Table 3.3 Ranking of discriminant variables described in Section 3.1.2 for a specific MLP training
of example.

a flat distribution in recoil mass, as shown in Figure 3.27 (right). For what concerns the
background, we reconstructed the MC official campaign samples reported in Table 3.4.
For the different background components considered, reported in the first column of the
table, we reconstructed a sample correspondent to the integrated luminosity reported in
the second column. For the training of the MVA, we use ττ and q̄q events, for which we
study the discriminant variables (as explained in previous Section 3.1.2). However, also
the inclusion of the eeµµ background process in the learning sample proved to be neces-
sary: without that, a large fraction of events surviving the MLP selection was due to this
source. The samples used for the training are reported in the third column of the table,
while all the further studies, described in the following chapter, have been performed on
independent MC samples corresponding to the integrated luminosity reported in the fourth
column. Events have been weighted according to the different luminosities of the gener-
ated samples and to the trigger efficiency (see Section 5.2). In order to find the optimal cut
to be applied on the MLP neuron output, we use the Punzi Figure-of-Merit (Punzi-FOM)
[96], which is defined as

εS(t)
a
2 +
√

B(t)
(3.15)

where t is the selection, εS(t) is the signal efficiency of the selection, a is the number of
sigmas corresponding to a Gaussian test with significance α and B(t) is the number of
background events for a selection t. For this analysis, a confidence level (CL) of 90%
(α = 0.1) was chosen, which corresponds to a = 1.28.
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Figure 3.27 Left: Recoil mass distribution of the merged signal samples produced. Right: flat-
tened recoil mass distribution for signal.

Process Total MVA training/test MVA application

qq̄ 1.5 ab−1 1 ab−1 0.5 ab−1

ττ 1.5 ab−1 1 ab−1 0.5 ab−1

µµ 0.5 ab−1 - 0.5 ab−1

eeµµ 1.0 ab−1 0.5 ab−1 0.5 ab−1

eeππ 0.5 ab−1 - 0.5 ab−1

eeττ 5 ab−1 - 0.5 ab−1

µµττ 5 ab−1 - 0.5 ab−1

µµµµ 5 ab−1 - 0.5 ab−1

Table 3.4 MC samples used to train and test the MVA.

3.2.2 Refinement of the MVA strategy
We studied in great detail several different strategies of practical implementations of the
MVA technique, with the aim of getting the best possible results in terms of sensitivity.
Ideally, we get the best performances when the training intervals are centered around sin-
gle recoil mass points, with an infinite number of ranges. Obviously this is not realistic,
and some compromises must be reached.
After much experimentation, two solutions proved to give the best results, i.e. the highest
values of the Punzi-FOM as shown below: usage of overlapping training intervals (mass
ranges where the MLP is trained) and decoupling of training intervals from application
interval (mass ranges where that same MLP is applied in the analysis flow). We finally
focus on three options:

• one single range trained from 3.6 GeV/c2 to 10 GeV/c2;

• ranges 3 GeV/c2 wide, with 1.5 GeV/c2 overlap;

• ranges 1 GeV/c2 wide, with 0.5 GeV/c2 overlap;
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The training of the MLPs used 1/ab (2/3 training, 1/3 test) of simulated data for the main
sources of background (see previous section), while the optimization was run on addi-
tional independent samples of 420 fb−1. The value of the Punzi-FOM has been evaluated
counting the number of signal and background events in a range of [-5,5]σpeak (recoil mass
resolution) around the nominal mass values. Actually, background events were counted in
a [-20,20]σpeak range and then normalized to [-5,5]σpeak. Moreover, they were scaled to
80 fb−1. The plot on the left in Figure 3.28 shows the Punzi-FOM value corresponding to
the optimal cut found as function of the Z′ mass for the different cases taken into account:
the single range, the first four 1 GeV-wide ranges and the four 3 Gev-wide ranges. We
obtain, as expected, the best performances with narrower training ranges. In particular,
1 GeV-wide ranges seem to guarantee the overall best results. As said, the plot shows
only the first four 1 GeV-wide ranges (to make it more readable) applied to a wider range
with respect to the 1 GeV-wide range used for the training, however we train 12 MLPs in
1 GeV-wide ranges in total to cover all the recoil mass range [3.6,10] GeV/c2. The plot on
the right shows the Punzi-FOM value corresponding to the optimal cut found as function
of the Z′ mass for all MLP 1 Gev-wide ranges. In the following, we show some plots of
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Figure 3.28 Left: Punzi-FOM values obtained for different training ranges. Only the first four
1 GeV-wide training ranges are shown in the plot as example. Right: Punzi-FOM values obtained
for all MLP 1 GeV-wide ranges.

example produced in the training of the MVA. Additional plots are shown in Appendix B.
Figure 3.29 shows the linear correlation matrix of the discriminant variables for the first
1 GeV-wide training. We observe that correlations between most of variables are different
for signal and background. However, as the recoil mass increases, the correlations become
more and more similar reducing the performance of MVA.
Figure 3.30 shows the receiver operating characteristic (ROC) curves for the 1 GeV-wide
ranges, where also the two different MVA methods (MLP and BDT) are compared: MLP
method turns out to be a bit better than BDT, providing a better background rejection and
higher values of the Punzi-FOM. Finally, Figure 3.31 shows the MLP neuron output for the
MLP 1 GeV-wide ranges. Looking at the values obtained from the Kolmogorov-Smirnov
test, we conclude that the training and testing samples are statistically compatible, so no
sensible over-training seems to be in force.
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Figure 3.29 Linear correlation coefficients for signal (right) and background (left) of the discrim-
inant variables used in the MLP training for the first training range.

To further improve the performances of the system, we study, again through a Punzi-
FOM, the optimal cut to be applied on a MLP output neuron at the level of the single
mass distributions. Optimal values are shown (grey points) in Figure 3.32 for the first four
1 GeV-wide MLPs. We then model the optimal MLP cut as a function of the mass using
a Savitzky–Golay [97] filter to smooth the points, and we linearly interpolate them. We
have then analytical expressions which allow to set a cut on a given MLP output of a given
MLP for any value of the recoil mass. Figure 3.32 shows the modeling of the optimal
cut using a Savitzky–Golay filter (29,2) with a smoothing of 14.5. From now on in this
thesis, we always perform the MLP selections by using this cut. We use the same method
to model the signal efficiencyto obtain a value of the signal efficiency for a generic Z′

mass. It will be used in the sensitivity computation. Figure 3.33 shows the modeling of
the signal efficiency using a Savitzky–Golay filter (19,2) with a smoothing of 9.5.
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Figure 3.30 ROC curves for the first four 1 GeV-ranges which are the one with better performance,
according with the PunziF FOM values shown in Figure 3.28. MLP is a bit better than BDT. From
top-right to bottom-left: MLP training range1, 2, 3 and 4.
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Figure 3.31 MLP output neuron for the first four 1 GeV-ranges. Top-left: MLP training range1.
From top-right to bottom-left: MLP training range1, 2, 3 and 4.
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Figure 3.32 Modeling (red line) of the optimal MLP cut (grey points) with a Savitzky-Golay(29,2)
filter, for the first four MLPs trained in 1 GeV-ranges.
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Figure 3.33 Modeling (red line) of the signal efficiency (grey points) with a Savgol(19,2) filter,
for the first four MLPs trained in 1 GeV-ranges.
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Figure 3.34 shows the signal efficiency as a function of the Z′ mass before the MLP se-
lection (left), i.e. with only the selection on PID and the invariant mass of the four tracks,
and after the MLP selection, for the MLP 1 GeV-ranges (right). In the latter case, the
signal efficiencies are shown for the MLP 1 GeV-ranged that are applied to a wider recoil
mass range. For what concerns the application of the different MLPs, we build a set of
contiguous, not overlapping recoil mass intervals (called application ranges) looking at
the sensitivity plot, shown in Figure 6.3, as discussed in Chapter 6.
To check the effect of the MLP on background, Figure 3.35 shows the recoil mass distribu-
tion for 80 fb−1 of background with the different contributions stacked (left) and the back-
ground distribution after the application of the MLP 1 GeV-ranges (right). The included
backgrounds are e+e− → qq̄, e+e− → τ+τ−, e+e− → eeµ+µ−, e+e− → µ+µ−, e+e− →
e+e−π+π−, e+e− → e+e−τ+τ−, e+e− → µ+µ−µ+µ− and e+e− → µ+µ−τ+τ− events.
In spite of the e+e− → µ+µ−τ+τ− and e+e− → e+e−τ+τ− components seemed to be
negligible before the application of the MLP because of the low cross section, as shown in
Figure 3.2, a considerable part of them survive the MLP selection.
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Figure 3.34 Left: Signal efficiencies before MLP selection (only selection on PID and the in-
variant mass of the four tracks). εS ∼ 33% at low masses and decreases up to 5%. Right: Signal
efficiencies for the MLP 1 GeV-ranged applied to a wider range with respect to the 1 GeV-wide
training range. εS ∼ 13% at low masses and decreases up to 2.5%.
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3.3 Checks of Model Independence

One of the main motivations of this work is to develop an analysis aimed at the Lµ −Lτ and
use it as a benchmark model. We perform some checks of model independence to verify
that there is the possibility a) to reinterpret the results in other (even not existing yet)
models, and b) to search for the unexpected presence of a ττ resonance in a µµττ final
state. The obvious requirement for both cases a) and b) is that the analysis selection, here
developed for the search of a Z′ → τ+τ−, keeps a good efficiency in these new scenarios.
This can be checked with existing theoretical models. Our conclusion is that, should an
unexpected resonance decaying in ττ show up in µµττ final states with a sufficient cross-
section, we would catch it in most of the cases.

Leptophilic dark scalar A good example is the case of a leptophilic dark scalar [33–
36] with a mass larger than twice the τ mass, radiated off a muon: it leads again to a
µ+µ−τ+τ− final state, with a scalar resonance decaying to a τ pair. Our aim is solely
a check of the model independence of our selection, not a reintepretation of the Lµ −Lτ

results in terms of the coupling of the leptophilic scalar model.
We produced 20k events for a dark scalar of mass 3.6, 4.6, 5.6, 6.6, 7.6 and 8.6 GeV/c2

using MadGraph5NLO, and we applied the same selections described in this thesis for the
Z′. Figures 3.36 and 3.37 show the comparison of the signal efficiency for the Z′ boson
and the leptophilic dark scalar: they are remarkably similar, with differences typically of
a few percent and less than 10% in the worst case.

Axion-like particles Another example is the case of an axion-like particle a (ALP) with
non-zero coupling to fermions [37, 38], with a mass larger than twice the τ mass. Gen-
erally speaking, this pseudo-scalar particle couples to the photon and to the Z0 bosons.
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The final state µ+µ−τ+τ− with a → τ+τ− will receive contributions in e+e− → µ+µ−

reactions (mediated by a photon or, to a lesser extent, by a Z0) from the case in which a
is radiated off a muon or from the case in which a is radiated off the boson propagator.
The event topology will depend upon the relative weight of the ALP couplings to bosons
compared to that to leptons. We study here in detail the case Cγγ = 0 and CZγ = 0, restrict-
ing therefore to topologies with an ALP particle a radiated off a final state muon leg. We
expect that in such a case the correlation between the tagging muon momenta is similar to
the one we have for the Z′ boson.
We produced 20k events for a ALP of mass 3.6, 4.6, 5.6, 6.6, 7.6 and 8.6 GeV/c2 using
MadGraph5NLO, and we applied the same selections described in this thesis for the Z′.
Figures 3.38 and 3.39 show the comparison of the signal efficiency for the Z′ boson and the
ALP, with the couplings Cγγ and CZγ negligible w.r.t to the couplings to leptons: they are
also very similar. We checked that these results do not generally hold for non-vanishing
couplings Cγγ and CZγ of a to bosons making the reinterpretation more problematic in
these cases.
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Figure 3.36 Comparison of the signal efficiencies for a Z′ boson and a leptophilic dark scalar for
MLP1, 2, 3 and 4.
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Figure 3.37 Comparison of the signal efficiencies for a Z′ boson and a leptophilic dark scalar for
MLP5, 6, 7 and 8.
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Figure 3.38 Comparison of the signal efficiencies for a Z′ boson and an ALP for MLP1, 2, 3 and
4.
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Figure 3.39 Comparison of the signal efficiencies for a Z′ boson and an ALP for MLP5, 6, 7 and
8.
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4. Signal modeling and signal yield extraction

This Chapter describes the signal modeling methodology and the fit procedure imple-
mented to extract the signal yield.

4.1 Modeling of the signal p.d.f
As already introduced in the previous Chapter, let has remember that the squared recoil
mass (against the tagging muon pair) can be expressed as

M2
recoil = s+M2

µµ −2
√

s(ECMS
µ+ +ECMS

µ− ), (4.1)

where
√

s is the energy in the center-of-mass frame, M2
µµ is the squared invariant mass of

the muon pair and ECMS
µ± is the energy of the tagging muon in the center-of-mass frame.

The recoil mass distribution is expected to show a peak corresponding to the Z′ mass
in case of signal events. Some examples of signal peaks for different Z′ mass values,
obtained requiring the MC truth, are shown in Figure 4.1. Requiring the MC truth does
not introduce any bias, it just ensures that we are really selecting signal events for the
modeling. The fit of the signal peaks was performed using the sum of two Crystal Ball
(CB) distributions, which were chosen because of the presence of two asymmetric tails in
the recoil mass distribution. The right tail of the distribution is mostly due to initial-state-
radiation (ISR), while the left tail is mostly due to high-pT tracks with intrinsically lower
momentum resolution. The fit was performed fixing the mean of the distributions at the
nominal value of the Z′ mass.
The CB function is (see Appendix-F of Reference [98])

CB(x; µ,σ ,α,n) = N ·

exp
(
(x−µ)2

2σ2

)
, for x−µ

σ
>−α

A ·
(

B− x−µ

σ

)−n
, for x−µ

σ
≤−α

A =

(
n
|α|

)n

· exp
(
−|α|2

2

)
B =

n
|α|

− |α|

(4.2)

where N is a normalization factor, µ is the mean value and α , n and σ are parameters
which are fitted. The signal pdf is

fsignal(MZ′) = Nsig · (CB1 +CB2) (4.3)

We decided to model the signal shapes before the application of the MVA selection
(MLP), because the statistics we have is higher, and to use the model to extract the signal
yield after the MLP selection (after testing that the modeling works well also for signal
peaks obtained after the MLP selection, without introducing any bias).

The Z′ mass resolution is extracted from the fit as σpeak =
√

fCB1 ·σ2
CB1 +(1− fCB1) ·σ2

CB2,
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Figure 4.1 The fit to the recoil mass distribution for the MC signal samples respectively for a
generated Z′ mass of 3.6 GeV/c2 (up-left), 4.6 GeV/c2 (up-right), 7.6 GeV/c2 (down-left) and 8.6
GeV/c2 (down-right). The MC truth was required to produce the plots. The red and yellow curves
are the two Crystal Ball functions used for the fit. The blu line is the fit performed in the range
[−10,15]σpeak.

where σCB1 and σCB2 are the widths of the two Crystal Ball p.d.f, and fCB1 is the fraction
of CB1 with respect to the normalized signal distribution. The resolution as a function of
the Z′ mass is shown in Figure 4.2: it varies from ∼ 35 MeV/c2 at MZ′ = 3.6 GeV/c2 down
to ∼ 2 MeV/c2 at MZ′ = 10.0 GeV/c2.

4.1.1 Modeling the signal model parameters
Seven parameters are needed to express the shape of the signal: the fraction fCB1 and 3
more parameters for each of the two CBs. Namely: fCB1, σCB1, αCB1, nCB1, σCB2, αCB2,
nCB2. Our aim is to express each of these 7 parameters analytically as a function of the Z’
mass. In principle we could generate >3000 mass samples and fit them one by one, but
it is less practical than modeling the CB fit parameters. The procedure we apply to obtain
analytical functions for the parameters (with the exception of fCB1) is the following:

• perform different fits of the signal shapes in different recoil fit ranges [-5,5]σpeak,
[-5,10]σpeak, [-10,10]σpeak, and so on up to [-30,30]σpeak around the nominal Z′

mass values. The CB parameters depend on the fitting range and, in particular, some
CB parameters (αCB1 , nCB1 , αCB2 , nCB2) are fitted better with wide ranges (smaller
fluctuations and smaller errors), others with small ranges;

• fit one the CB parameters as a function of the Z′ mass for all ranges with polynomi-
als;
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Figure 4.2 Resolution evaluated from the fit of the recoil mass distribution for the different Z′

masses. Resolution was calculated as σpeak =
√

fCB1 ·σ2
CB1 +(1− fCB1) ·σ2

CB2, where σCB1 and
σCB2 are the widths of the two Crystal Ball p.d.f used for the fit, and fCB1 is the fraction of CB1
with respect to the normalized signal distribution.

• calculate the average polynomial, in order to reduce fluctuations: this is done by
computing the mean values of the polynomial coefficients obtained from the fits;

• keep the CB parameter polynomial fixed to this analytical function

• repeat the same operation on another CB parameter

• proceed until all CB parameter analytical functions are fixed.

The modeling of fCB1 proceeded in a different way. We observed that fitting fCB1 as a
function of the Z′ mass did not help so much to model the other CB parameters. The
easiest way we found is to fix it to the same value for all Z′ masses. Fixing fCB1 in the
fit allows to stabilize a little the trend of all the other CB parameters. To find an optimal
value, we looked at the distribution of fCB1 for all the values in the plot shown in Figure
4.3 (left) and performed a Gaussian fit (right). We fixed fCB1 at the mean value extracted
from the Gaussian fit. For what concerns the order considered to model the CB parameters,
after fixing one CB parameter, the next CB parameter that we model is the one for which
the polynomial fits converge with a better reduced χ2. Following this criteria, we model
the CB parameters in this order: fCB1, σCB2, σCB1, αCB1, nCB1, αCB2 and nCB2.
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Figure 4.3 Left: fCB1 vs Z′ mass for different fit ranges (between [-5,5]σpeak to [-30,30]σpeak).
It seems there is a trend for signal peak fit performed in the range [-5,5]σ , but it is not good to
model the parameters that describe the tails of the signal distribution, which are not well fitted in
that range. Right: Distribution of all values shown in Figure 4.3, fitted with a Gauss distribution.

σCB2 modeling We perform polynomial fits to σCB2 vs Z′ mass in three different Z′

mass ranges: [3.6, 5.6], [5.6, 9.0], [9.0,10.05], GeV/c2 for the different signal peak fit
ranges. Then we average over polynomials. The distribution we fit are shown in Figure
4.4 obtained for fCB1 fixed in the signal peak fits.
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Figure 4.4 σCB2 vs Z′ mass for all the fit ranges shown in the legend.

Functions obtained for the first Z’ mass range [3.6, 5.6] GeV/c2 from the fit with a 2nd
order polynomial for each signal peak fit range are shown in Figure 4.5. The dashed blue
line is the average function, and to calculate it we do not use the fit ranges [-5,5]σpeak and
[-5,10]σpeak because the fits were not converging properly. We apply the same procedure
for the the second and the third Z′ mass ranges: [5.6, 9.0] GeV/c2, [9.0, 10.05] GeV/c2.
In particular in the third Z′ mass range all functions overlap. Second and third Z′ mass
ranges are shown respectively in Figure 4.6 and 4.7. The final result of the modeling of
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σCB2 is shown in Figure 4.8. We use the same procedure for the other 5 parameters. We do
not use the results obtained fitting the signal peak in fit ranges [-5,5]σpeak, [-5,10]σpeak,
[-10,10]σpeak, where the fit does not converge properly and correspondingly the parameter
values are unreliable. Therefore we use the values from [-10,15]σpeak. Few details for the
modeling of each parameter are given in the following paragraphs, while the final results
for σCB1 and the other parameters are respectively in Figures 4.9 (right) and 4.10.
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Figure 4.5 Functions obtained fitting σCB2 vs Z′ mass for all the fit ranges shown in the legend,
in the Z′ mass range [3.6, 5.6] GeV/c2. The dashed line is the average function.
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Figure 4.6 Functions obtained fitting σCB2 vs Z′ mass for all the fit ranges shown in the legend,
in the Z′ mass range [5.6, 9.0] GeV/c2. The dashed line is the average function.
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Figure 4.7 Functions obtained fitting σCB2 vs Z′ mass for all the fit ranges shown in the legend,
in the Z′ mass range [9.0, 10.05] GeV/c2. The dashed line is the average function.
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Figure 4.8 Final modeling of σCB2 vs Z′ mass. The red line is the piecewise modeling, obtained
from the average over functions obtained for the different fit ranges.
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σσσCB1 modeling Following the same procedure applied for σCB2 in the same Z′ mass
ranges. Points shown in Figure 4.9 (left) are obtained keeping fCB1 and σCB2 fixed in the
signal peak fits. The final result of the modeling of σCB1 is shown in Figure 4.9 (right).
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Figure 4.9 Left: σCB1 vs Z′ mass for all the fit ranges shown in the legend. Right: Final modeling
of σCB1 as a function of Z′ mass. The red line is the modeling, obtained from the average over
functions obtained for the different fit ranges.

αααCB1 modeling In this case fCB1 , σCB2 and σCB1 have been kept fixed in the signal peak
fits. Following the same procedure described above in the same Z′ mass ranges.

nnnCB1 modeling In this case fCB1 , σCB2, σCB1 and αCB1 have been kept fixed in the signal
peak fits. The same procedure described above have been followed in the same Z′ mass
ranges.

αααCB2 modeling In this case fCB1 , σCB2, σCB1, αCB1 and nCB1 have been kept fixed in the
signal peak fits. The same procedure described above has been followed also in this case,
but in the following Z′ mass ranges: [3.6, 5.6], [5.6,7.0], [7.0,10.05] GeV/c2.

nnnCB2 modeling Finally, fCB1 , σCB2, σCB1, αCB1, nCB1 and αCB2 have been kept fixed in
the signal peak fits. Again, the procedure followed is the same in the following Z′ mass
ranges: [3.6, 5.6], [5.6,9.0], [9.0,10.05] GeV/c2. In this case, fit ranges [-5,5]σpeak, [-
5,10]σpeak, [-10,10]σpeak and [-10,15]σpeak have not been used.

To model the signal p.d.f we took some arbitrary decisions. We checked the systematics
associated to the modeling of the signal p.d.f observing any significant difference with
respect to the case in which we perform the fits leaving all the CB parameters floating, as
discussed in Section 5.4.
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Figure 4.10 Final modeling of αCB1, nCB1, αCB2 and nCB2 as a function of Z′ mass. The red line
is the modeling, obtained from the average over functions obtained for the different fit ranges.

4.1.2 Results of the signal modeling before the MVA selection
To test the signal modeling construction, we perform a series of fits to signal shapes using
only the parameter Nsig floating. We expect that the fit returns the right counting of the
number of events in the fit range. Figure 4.11 shows the results of the fit for few masses
(the same shown in Figure 4.1, for comparison) taken as examples. Figure 4.12 shows
the comparison of the reduced χ2 (left) and mass resolution as a function of the Z′ (right)
obtained from the fit with all the CB parameters free with the one obtained keeping all
CB parameters fixed. The reduced χ2 is a bit larger on average, but still between 0.7 and
1.3 depending on the mass, also for mass points not used for the modeling of the signal
peak, while the resolution curve follows very well the points obtained without fixing the
parameters in the fit.
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Figure 4.11 The fit to the recoil mass distribution for the MC signal samples respectively for a
generated Z′ mass of 3.6 GeV/c2 (up-left), 4.6 GeV/c2 (up-right), 7.6 GeV/c2 (down-left) and 8.6
GeV/c2 (down-right). The MC truth was required to produce the plots. The fit is performed in the
range [−10,15]σpeak keeping fixed all the CB parameters except Nsig in the signal p.d.f.
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Figure 4.12 Left: Comparison of reduced χ2 vs Z′ mass obtained from the fit with all CB param-
eters free (black) and the reduced χ2 vs Z′ mass obtained from the fit with all CB parameters fixed
(red). Right: Comparison of σpeak vs Z′ mass obtained from the fit with all CB parameters free
(black) and σpeak vs Z′ mass obtained from the fit with all CB parameters fixed (red).
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4.1.3 Results of the signal modeling after the MVA selection
Figure 4.13 shows the results of the fit for few masses of example obtained keeping fixed
all parameters.In this case the peaks are obtained after the application of the MVA selection
with three separate ranges. In general, the shapes are well fitted. Figure 4.14 shows the
number of fitted signal events as a function of the number of generated signal events for
MZ′ = 3.6 GeV/c2: the fit returns exactly the number of generated events. The result is the
same also for the other Z′ masses.
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Figure 4.13 The fit to the recoil mass distribution for the MC signal samples respectively for a
generated Z′ mass of 3.6 GeV/c2 (up-left), 4.6 GeV/c2 (up-right), 7.6 GeV/c2 (down-left) and 8.6
GeV/c2 (down-right). The MC truth was required to produce the plots. The fit is performed in the
range [−10,15]σpeak keeping fixed all the CB parameters except Nsig in the signal p.d.f. In this case
the peaks are obtained after the application of the MVA.
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Figure 4.14 Number of fitted signal events as a function of the number of generated signal events
for MZ′ = 3.6 GeV/c2.

4.2 Fit procedure

For the signal extraction we use a fitting procedure to the recoil mass distributions. This
is technically based on the RooFit package [99], version v3.60, included in ROOT [87]
v6-20-04. For a given Z′ mass, we perform unbinned signal+background fits to the recoil
mass distribution centered around the nominal mass value, according to the following
steps:

• we first fit with a background only constant p.d.f the sideband region, ie the full cho-
sen recoil mass range without the interval in the range [-5,5]σpeak (which accounts
typically for 80% of the total signal amount) around the nominal peak position.

• from the fit to the sidebands we estimate the number of background events expected
in the signal region, and consequently the total number of background events

• we use the total number of signal events estimated from the sidebands as initial
parameter for the full signal+background fit

• we perform the full signal+background fit. We also allow negative values for Nsig
to avoid bias in combining the results, while Nbkg is constrained to be positive. To
avoid the p.d.f to be negative in regions with few events we put a reasonable inferior
limit to Nsig depending on the number of background events in the signal region,
NSR

bkg, expected from the fit to the sidebands: Nsig can not be lower than −NSR
bkg.
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Since the recoil mass resolutions at peaks are small, as shown in Figure 4.12 (right), the
fit ranges, especially for high Z′ masses, are narrow too: this implies that the background
distributions can be considered constant inside the fit range. We also considered to use
a first-order Chebyshev polynomial function obtaining very similar results. Figure 4.15
shows the four signal peaks for a signal+background fit with a p.d.f

ftotal(MZ′) = Nsig · (CB1 +CB2)+Nbkg ·Chebyshev0 (4.4)

obtained fitting the distribution in the fit range ±20σpeak. We use this modeling of back-
ground and signal to verify that the fit is not biased. Even if all the described fits are
unbinned, we have to choose a binning to show plots and compute χ2. This binning
is chosen depending on the signal peak resolution: we find that a good compromise is
obtained setting the bin width at σpeak/2.5. The reduced χ2 (in the Baker-Cousins’ χ2

formulation [100]) as a function of the Z′ mass is shown in Figure 4.16 for different fit
ranges: toyMC samples, corresponding to the chosen signal and background modeling,
are here employed. The usage of toyMC samples has also the benefit of removing the
correlations between fit ranges, although the number of events for each fit range is taken
from the original distribution and so this source of correlation remains and causes the fluc-
tuations in the reduced χ2.
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Figure 4.15 The fit signal+background to the recoil mass distribution for the MC signal samples
respectively for a generated Z′ mass of 3.6 GeV/c2 (up-left), 4.6 GeV/c2 (up-right), 7.6 GeV/c2

(down-left) and 8.6 GeV/c2 (down-right).
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Figure 4.16 Reduced χ2 vs Z′ mass for different fit ranges, for a toy-MC

We run 300 toys, and for each of them:

• we consider a specific number of signal events nS, corresponding to a specific cross
section;

• we inject a number nin j of signal events extracted from a Poissonian of expected
value nS;

• we sample nin j events from the fitted signal p.d.f ;

• for the background we generate a number of events that corresponds to those we
expect from MC after the application of the MVA selection, scaled to 80 fb−1, ac-
cording to the assumed (constant) p.d.f.

Each toy returns a value of the fitted number of events. We then compute the pulls P, i.e:

P =
n f it −nS

σ(n f it)
(4.5)

The chosen mass values are:

• 3.625, 4.45, 5.6, 6.375, 7.4, 8.2, 8.825, 9.25, 9.8 GeV/c2

and the number nS of signal events:

• 0, 10, 30, 50.

We perform a Gaussian fit of the signal and background pull distributions for the different
combinations of Z′ masses and number nS of signal events. We show the resulting RMS
and mean for the signal in Figure 4.17, and for the background in Figure 4.18. Almost all
of the fits agree with a normal distribution within 1-2 sigmas. We observe a slight negative
bias that will also be described in the systematics.
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Figure 4.17 Mean (left) and RMS (right) from Gauss fit of pull distribution obtained from signal
fit from toy-MC
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Figure 4.18 Mean (left) and RMS (right) from Gauss fit of pull distribution obtained from back-
ground fit from toy-MC

As an example, Figure 4.19 shows the pull distributions for signal and background for
the different number of signal events injected for MZ′ = 6.375 GeV/c2. The plot for other
Z′ masses can be found in Appendix C. We perform further studies aimed at the deter-
mination of an optimal fit range, using toy-MC samples. We assume that the best range
is the one that gives the smallest χ2 for each Z′ mass hypothesis. We inject different
numbers of signal events and looked also at the expected sensitivity. It turned out that a
good compromise between having wide enough ranges to get good background estimates
from the sidebands still keeping the constant p.d.f, is to perform the fits is the range [-
20,20]σpeak. Figure 4.20 shows the average reduced χ2 from the signal+background fits
for all Z′ masses for specific fit ranges and for different numbers of signal events injected.
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Figure 4.19 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 6.375 GeV/c2.
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Figure 4.20 Average reduce χ2 for different fit ranges and different number of signal events
injected. The error bar is the RMS of the χ2/NDF distribution over the fits performed in a given
fit range.
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5. Control samples, data validation and system-
atic uncertainties

This Chapter will describe the control samples used in the data validation of the analysis.
Moreover, Section 5.2 will show the work done to measure the fff trigger efficiency on
data. The fff trigger requires at least three tracks reconstructed inside the Belle II detector.
Finally, the preliminary systematic uncertainties on signal, estimated on simulation, will
be shown in Section 5.4.

5.1 Control samples

To perform data validation, we compare the distributions of discriminating variables, de-
scribed in Section 3.1.2, and of interesting variables, like the recoil mass and the invariant
mass of the four tracks distributions, obtained for MC and data. We perform most of the
data validation with two control samples:

1) Control sample 1 (CS1) is obtained selecting events with two pions rather than with
two muons, with πID > 0.5. We name it “π+π−τ+τ−” control sample or CS1;

2) Control sample 2 (CS2) is obtained selecting events of the same kind of the sig-
nal, but with a recoil mass lower than 3.4 GeV/c2 ( 5σ from 2mτ ). We name it
“µ+µ−τ+τ−” control sample or CS2.

The CS2 control sample has limitations, since data/MC comparison is here limited to a
small region of the recoil mass distribution. Moreover, with this control sample we are
outside the signal region and consequently outside the region of application of the MLPs.
It will be discussed in more depth in Appendix A, where plots of data/MC comparison for
all discriminating variables are shown.
The π+π−τ+τ−-CS1 control sample is useful for many checks, validations and measure-
ments and, specifically:

• it produces a recoil mass distribution for signal events that does not peak at the
nominal Z′ mass, as shown in Figure 5.1;

• it has a signal efficiency of 0.01% - 0.1% across the full recoil mass range in the
mass bin defined as MZ′ ± 2σpeak. On the other hand, we can consider one large
bin defined as [7.5,10.5] GeV/c2 where most of the signal falls for every Z′ mass
hypothesis (see Figure 5.1). In this case, the signal efficiency is ∼6%, however the
number of background events in the large bin is very high resulting in a negligible
sensitivity to signal;

• it allows data/MC comparison for a wide region of the recoil mass distribution,
keeping the signal hidden.
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Figure 5.1 Signal events for CS1 for different Z′ mass do not peak at the nominal values of the Z′

mass.

Figure 5.2 shows the comparison between the 90% confidence level upper limit on the
cross section and on the g′ coupling constant obtained with the CS1 control sample with
100 fb−1 for different choices of the mass intervals in which signal events are counted
(blue and red) compared with the sensitivity obtained from a cut and count method on the
MC sample. The sensitivity for this control sample is orders of magnitude lower, so that
we do not risk any accidental unhiding.
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Figure 5.2 90% confidence level upper limit on the cross section and g′ coupling constant for the
control sample π+π−τ+τ− (CS1) in the case of usual mass bins (blue), and in the case of one large
bin [7.5,10.5] GeV/c2 where most of the signal accumulates (red), compared with the sensitivity
obtained for the final sample. All sensitivities are estimated applying a cut and count method.

115



5.2 Trigger efficiency study

The simulation of the trigger is missing in the official MC production so, to perform data-
MC comparison it is necessary to estimate the trigger efficiency directly from data and use
it to re-weight MC events. For this measurement we use two trigger lines in logical OR:
the CDC fff and the CDCKLM. This last, in turn, is the logical OR of the four CDCKLMn
exclusive trigger lines, that require the number of matched CDC tracks and KLM hits to
be exactly n, where n = 1,2,3,4. On data we use the logical OR of the 4 lines. For the
CDCKLM single muon (CDCKLM1) trigger efficiency we rely on the results contained
in an existing study within the Belle II collaboration [101].
We then compute a KLM event trigger probability, based on the logical OR of the single
muon efficiencies, which will depend on the number of identified muons in the event (from
two to four). The CDC fff trigger requires the presence of at least 3 tracks reconstructed
using all CDC superlayers (see Chapter 2 for the description of the CDC). The available
measured efficiencies in Belle II, which are expressed as a function of the lowest transverse
momentum in the event mostly in τ+τ− final states, do not fit our needs, as they turn out
to heavily depend on the process used for the measurement. We then setup a procedure to
measure such efficiencies in conditions much closer to those of our analysis. Being N the
number of events, the fff trigger efficiency is defined as:

ε( f f f ) =
N f f f &cal

Ncal
(5.1)

where cal are trigger lines orthogonal to fff (not based on CDC); cal = hie OR lmlX , (X =
1, ..,10). In particular: hie requires the total energy deposit in ECL higher than 1 GeV and
the bhabha veto, while lmlX are the low multiplicity dedicated triggers. The latter apply
a selection on the number of cluster in the ECL, on the energy of the cluster in the ECL,
on the polar angle and on the difference of φ angle of the clusters and the bhabha veto:
as example, lml6 requires only one cluster with an energy higher than 1 GeV in the barrel
region of the ECL and no other ECL cluster with energy higher than 300 MeV anywhere,
lml8 requires two ECL cluster with energy higher than 250 MeV and with a difference of
φ angle in the center of mass frame of 170o ≤ ∆φCM ≤ 190o and without any cluster of
2 GeV in the event.

To perform the measurement, we use subsamples of events from the π+π−τ+τ− con-
trol sample and from the full µ+µ−τ+τ− sample (for which we do not look at any dis-
tribution, in order to keep the sample hidden). We require the presence of at least one
electron with a momentum of p > 1 GeV/c: in this condition the ECL trigger is fired in
more than 97% of events. The requirement on the electron momentum, rather than on the
cluster energy (which was not available in our NTuples) induces a small correlation with
the CDC info, which we verify to be negligible. The signal efficiency obtained requiring
the electron momentum to be higher that 1 GeV/c is compatible with the one obtained
without apply this selection, as it possible to see in Figure 5.12 (respectively purple and
green points). We use 54.7 fb−1 collected on the ϒ (4S) resonance. In order to minimize
the dependence on the process, the fff trigger efficiency is studied as a function of the two
lowest transverse momenta of the 4 tracks (third and fourth in decreasing order of pT ). We

116



soon realized, by repeating the studies on differently selected samples, that the process de-
pendence was not fully removed. We went therefore one step forward, and computed fff
trigger efficiencies still as a function of the two lowest transverse momenta, separating for
topologies which depend on the number of track in the barrel CDC:

• number of tracks in the barrel = 4

• number of tracks in the barrel = 3

• number of tracks in the barrel = 2

• number of tracks in the barrel < 2 (the case with a number of tracks in the barrel =
0 is negligible)

A track is considered in the barrel if its polar angle θ is 51o < θ < 117o. For each of
these cases we provide 2D efficiency tables (and corresponding errors): they are shown in
Figures 5.3, 5.4, 5.5 and 5.6. We use a finer binning for low transverse momenta, due to
quick variations of the efficiency in those regions.
We finally combine, on event by event basis, the fff trigger efficiency with the CDCKLM
one with a logical OR, neglecting possible correlation effects, which we estimate to be
negligible. This number is used as an event weight for MC, while in data we simply
require the OR of the CDC fff trigger bit with the CDCKLM lines. The single fff and
CDCKLM trigger efficiencies and their combined fff -OR-CDCKLM effect are shown in
Figure 5.7. For masses below 7 GeV/c2 it reaches a plateau of ∼95%. The drop of the
CDCKLM trigger efficiency for high Z′ masses is caused by the fact that the higher the
Z′ mass is, the softer the tagging muons are, with a consequent decrease of the KLM
capabilities. The systematic uncertainties associated to both CDCKLMn and fff trigger
lines are discussed in Section 5.4.
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Figure 5.3 Above: fff trigger efficiency as a function of the two minimum transverse momenta
for events with less than 2 tracks in the barrel. Under: fff trigger efficiency statistical errors.
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Figure 5.4 Above: fff trigger efficiency as a function of the two minimum transverse momenta
for events with 2 tracks in the barrel. Under: fff trigger efficiency statistical errors.
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Figure 5.5 Above: fff trigger efficiency as a function of the two minimum transverse momenta
for events with 3 tracks in the barrel. Under: fff trigger efficiency statistical errors.
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Figure 5.6 Above: fff trigger efficiency as a function of the two minimum transverse momenta
for events with 4 tracks in the barrel. Under: fff trigger efficiency statistical errors.
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Figure 5.7 Signal efficiency requiring fff -OR-CDCKLM trigger (black), only fff trigger (yellow)
and only CDCKLM trigger (blue).

5.3 Data Validation
In this section we perform data-MC comparisons before the usage of the MVA selection.
As the signal region is currently still hidden, we use mostly the control samples introduced
above.

5.3.1 Control sample π+π−τ+τ−

In this control sample we have two identified pion tracks, which we call “tagging pions”
(in analogy with the tagging muons of the signal case) and two additional tracks that can
be eletrons, pions or muons. We use here only the fff trigger, with efficiencies evaluated in
the previous Section. The KLM trigger is not suitable in this case because of the presence
of the tagging pions rather than the muons. Moreover we apply the PID corrections from
internal Belle II studies, necessary for the data-MC comparison. We apply the following
selection:

• πID > 0.5 for the two tagging pions;

• µID > 0.5 OR eID > 0.5 OR (1−µID− eID)> 0.5 for the other two tracks in the
event (also named τ-daughters);

• M < 9.5 GeV/c2, the standard pre-selection;

• Mππ > 2 GeV/c2. This selection was necessary to remove a large part of hadronic
structures, which are not well reproduced in MC.
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For this study we use 54.7 fb−1 of data collected at the ϒ (4S) resonance, and 100 fb2

of MC. Figure, 5.8 shows the data/MC comparison for the recoil mass calculated with
respect to the dipion. The main contributions to the π+π−τ+τ− control sample are qq̄ and
ττ processes, while other contributions coming from µµ , eeµµ and µµττ , µµµµ , eeττ

and eeππ processes are negligible. The agreement is generally good, with mass dependent
discrepancies at most of 20%, but on average better than this. The highest discrepancy in
the recoil mass distribution is lower than 20% and happens at masses Mrecoil > 8 GeV/c2,
due most probably to surviving hadron components not included in MC, and not fully
removed by the cut Mππ > 2 GeV/c2.
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Figure 5.8 Data/MC comparison for the recoil mass calculated with respect to the dipion.

In order to better characterize the pattern of the data-MC comparison, we study the dis-
tribution of the event thrust, shown in Figure 5.9, which is expected to separate to some
extent the ττ- and qq̄ contributions. The event thrust is evaluated in the recoil reference
frame, which, for signal events, corresponds to the Z′ rest frame. As expected, the dis-
tribution peaks close to 1 for ττ events, and to lower values for qq̄, and can be used to
enrich one of the two components. Figure 5.10 shows the data/MC comparison for the
recoil mass distribution in events with a thrust larger than 0.92, enriched in ττ-like events
(up), and lower than 0.87, enriched in qq̄-like events (down). Discrepancies are generally
lower for the ττ-like enriched case, which is believed to be properly reproduced by the
available generators, compared to the qq̄-like one, more complicated due to the presence
of hadronic processes in low multiplicity events.
Figure 5.11 shows again the recoil mass distribution to the dipion system. In this case,
also shown is the ±1σ band corresponding to the uncertainties on the MC correction fac-
tors (trigger efficiency and PID corrections). There is a good data/MC agreement at 1σ

level. It is important to remember here that the background will be measured directly from
data with the recoil mass fitting procedure. Therefore data/MC comparison, while useful
to better understand data and to check systematic uncertainties, do not directly affect the
measurement error. More plots showing data/MC for all discriminant variables are shown

123



in Appendix A. More studies performed with this control sample, namely data/MC com-
parisons after the MVA selections, will be shown in the following section. In particular, we
will show the ratio data/MC of background efficiency due to MLP selection, εData/εMC,
that we use to estimate the systematic uncertainty due to MLP.
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Figure 5.9 Thrust distribution for ττ (blue) and qq̄ (yellow) events. The thrust of the event is
evaluated in the recoil reference frame, which in signal events corresponds to the reference system
where the Z′ is at rest.
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Figure 5.10 Data/MC comparison for the recoil mass calculated with respect to the dipion, for
events with a thrust higher than 0.92, enriched in ττ-like events (up), and lower than 0.87, enriched
in qq̄-like events (down).
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Figure 5.11 Data/MC comparison for the recoil mass calculated with respect to the dipion. Black
points are data, while the violet dashed line is MC. The pink band is the MC 1σ band evaluated
combining the uncertainties of the correction applied to MC: fff trigger efficiency and PID correc-
tions.

5.4 Systematic uncertainties

Systematic uncertainties are evaluated on the signal efficiency, since the background is es-
timated directly in data from the fit. The main systematic contributions affecting this mea-
surement come from the signal+background fit procedure (signal extraction), the MLP
selection, the trigger efficiency, the particle identification selections and the tracking effi-
ciency. A preliminary estimate of the systematic uncertainties on the signal efficiency is
evaluated here, and the strategy used for all of them is described below.

5.4.1 Tracking
The tracking efficiency is taken from an existing study within the Belle II collaboration
where a data-MC per track discrepancy of efficiency is found to be [0.13± 0.16(stat)±
0.89(syst)]% [102]. Since exactly 4 tracks are required in this analysis, losing even one
track would cause the event to be discarded. For this reason, the data-MC efficiency cor-
rection has to be multiplied by 4 while the associated systematic uncertainty is propagated
in quadrature 4 times, taking into account both statistic and systematic errors:

syst =
√

4 · (0.162 +0.892) (5.2)

The final systematic uncertainties due to this source is thus evaluated to be 1.80%.
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5.4.2 Trigger
We evaluate the fff trigger systematic uncertainty by computing the spread of the trigger
signal efficiencies, as a function of the Z′ mass, corresponding to different combinations of
CDCKLM and fff lines. The CDCKLM efficiency, taken from the internal Belle II study
in Reference [101], is expressed as a function of the momentum p and the polar angle θ

of the track. We evaluate the CDCKLM systematic uncertainty considering 100% corre-
lated p−θ bins, i.e we vary the CDCKLM efficiencies of all p−θ bins proportionally to
the systematic uncertainty associated to each of them, where the constant of proportion-
ality is equal for all the different p− θ bins. The procedure to determine the systematic
uncertainty associated to the CDCKLM trigger is described in detail in Paragraph 5.4.2.

fff trigger systematic uncertainties The fff trigger efficiency has been measured on
different samples, with different PID selections, requiring or not the presence of muons,
pions, electrons (they are indicated in the legenda of Figure 5.12). Figure 5.12 shows the
fff -OR-CDCKLM combined efficiency as a function of the Z′ mass for different fff con-
figurations. The measurement of the trigger efficiency used in the analysis is represented
with the purple points (last line of the legend). Figure 5.13 shows the distribution of the
highest difference for each tested mass point. We take half of the band shown in Figure
5.12 as a systematic contribution, i.e. half of the mean of the 1D histogram of Figure 5.13:
it corresponds ∼2.5%.
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Figure 5.12 Signal efficiency as a function of the Z′ mass for different configuration of the fff -
OR-CDCKLM triggers. In particular, the process used to evaluate the fff trigger efficiency is what
changes in the different curves.
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Figure 5.13 Distribution of the highest difference between all the configuration of fff -OR-
CDCKLM tested for each Z′ mass point.

CDCKLM trigger systematic uncertainties The procedure applied is the following:

• we extract a random number r from a Gaussian distribution centered in 0 with stan-
dard deviation 1;

• we vary the measured CDCKLM efficiencies expressed in terms of p−θ bins (see
Reference [101]) by adding r×sys, where sys is the systematic uncertainty associ-
ated to the measured CDCKLM efficiency for those particular values of p−θ ;

• we compute the signal efficiency by applying fff -OR-CDCKLM trigger efficiencies,
where the fff trigger efficiency is taken from Section 5.2, while the CDCKLM effi-
ciency is the one obtained in the previous step;

• we repeat the procedure 1000 times to get a distribution of signal efficiencies from
which we take the mean µ and the standard deviation σ ;

• the CDCKLM systematic uncertainty considered is σ/µ .

Signal efficiencies are evaluated after the MLP selection on simulated signal samples,
just as the number of events before the application of trigger corrections by the number
of events after the application of trigger corrections. Figure 5.14 shows the systematic
uncertainty associated to the CDCKLM trigger as a function of the Z′ mass. Except for
the point at 10 GeV/c2, the systematic uncertainties are O(1%) in the whole mass range,
so we take 1% as systematic uncertainty .
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Figure 5.14 Systematic uncertainties associated to the CDCKLM trigger as a function of the Z′

mass.

5.4.3 Particle identification

As for the CDCKLM trigger efficiencies, the PID corrections are expressed in terms of
the momentum p and the polar angle θ of the track, and they are used as weights to the
simulated events. All PID corrections have been produced in internal Belle II studies for
the MC campaign we are using to simulate signal events [103]. The corrections depend on
the PID selection cut applied, so in our case µID > 0.5 for the tagging muons and µID >
0.5 OR eID > 0.5 OR (1− µID− eID) > 0.5 for the two additional tracks. Since the
correction for the PID variable (1−µID−eID) does not exist yet, we apply the corrections
available for the πID, assuming they are valid for all hadrons. Morever, we also apply the
fake-rate corrections. For example: considering a track identified as a muon by requiring
µID > 0.5 with a given (p,θ ), we obtain the correction from the correspondent table. If
the MC truth tells us that it is a pion mis-identified as a muon, we take the correction from
the correspondent fake-rate table. The weight that we apply to the event is the product of
the corrections obtained for the four tracks.

To estimate the systematics associated to the PID selections, we apply the same pro-
cedure used to estimate the systematic uncertainty associated to the CDCKLM trigger. In
this case we have a table expressed in terms of p− θ bins for each PID selection that
we require on the four tracks and for the fake-rate corrections. We vary the values of the
tables by a random number r extracted from a Gaussian centered in 0 and with standard
deviation 1, which is considered equal for all the p−θ bins in the tables, multiplied by the
systematic uncertainty of each p−θ bin. We repeat this procedure 1000 times, and each
time we calculate the signal efficiency for each Z′ mass. Finally we have a distribution
of signal efficiencies with mean µ and the standard deviation σ for each Z′ mass, and we
consider σ/µ as systematic uncertainty.
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Also in this case, signal efficiencies are evaluated after the MLP selection on simulated
signal samples as the number of events before the application of the PID corrections di-
vided by the number of events after the application of the PID corrections. Figure 5.15
shows the PID systematics evaluated for different Z′ masses. The systematic uncertainty
varies from a minimum of 3.9% to a maximum of 6.2% as a function of the Z′ mass.
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Figure 5.15 PID systematics as a function of the Z′ mass.

5.4.4 MLP selection
Systematic uncertainties due to the usage of the background suppressing MVA techniques
are estimated by comparing the relative efficiency ε , ie the fraction of surviving events, in
data and MC after applying the MLP selection. We use the control sample π+π−τ+τ−,
whose recoil mass distribution, after the selections, goes up to 8 GeV/c2. For this reason
we apply 7 MLPs, covering the recoil mass range from 3.6 GeV/c2 to 7.6 GeV/c2. Fig-
ures 5.16-5.17 show the data/MC comparison of the fraction of events surviving the MLP
selection, for the different MLPs. A constant fit was used to quote a data/MC ratio for
each MLP. We use 54.7 fb−1 collected on the ϒ (4S) resonance. An overall discrepancy is
evaluated with a constant fit to the εData/εMC ratios of the different MLPs: it’s shown in
Figure 5.18. We consider the largest between the distance of the fit result from 1 and the
fit error as an estimate of the systematic contribution due to this source: it turned out to be
2.8%.
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Figure 5.16 Data/MC comparison of the MLP efficiency on background, evaluated using control
sample π+π−τ+τ−, for four different MLPs (MLPs from 1 to 4).
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Figure 5.17 Data/MC comparison of the MLP efficiency on background, evaluated using control
sample π+π−τ+τ−, for three different MLPs (MLPs from 5 to 8).
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Figure 5.18 Constant fit to the ratio εData/εMC in the full range covered by the π+π−τ+τ− control
sample. The uncertainty of the fit is considered as systematic.

5.4.5 Fit
To evaluate the systematic uncertainties due to the fit procedure, we apply a toyMC study
to check whether allowing first-order floating polynomial components to the background
(for which we normally use a constant, see Chapter 4), induces a bias on the extracted
signal yield. The study is repeated for different Z′ mass hypotheses, with different MLP
selections applied, depending on the mass. The background is Poisson generated and
signal is injected on it with a yield corresponding to 1.64 ·

√
Nbkg, corresponding to the

90% CL upper limit on the number of observed events in a counting experiment, and with
a mass distribution following its p.d.f (see Chapter 4). The result is then fitted with a fixed
p.d.f for the signal shape parameters and with a floating first-order polynomial for the
background, with a floating signal yield. Basically, we check the stability of the fit when
we add one floating parameter to the background p.d.f, while keeping fixed the signal p.d.f.
The newly extracted yield, Nsig, is then compared to the true number of events injected,
Ntrue

sig , divided by the uncertainty on Nsig, σ(Nsig), with pull defined as

Nsig −Ntrue
sig

σ(Nsig)
(5.3)

This procedure is repeated 500 times for each Z′ mass hypothesis for the different MLPs,
and the distribution of the pulls is then fitted with a Gaussian distribution, from which the
mean µ and the variance σ2 are extracted.
Figure 5.19 shows the distribution of the means returned by the Gaussian fit of the pulls
for each mass point. We find that the extracted yield is underestimated by 6.7% on average
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and we assume this value as the systematic contribution due to this source.

0.3 0.2 0.1 0.0 0.1 0.2 0.3
Gaussian pull: (0 pull)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

En
tri

es
 / 

(2
5 

bi
ns

)

mean = -0.06695

Figure 5.19 Distribution of the difference of the means µ returned by the Gaussian fit of the pulls
from 0 for each mass point, evaluated as (0− µ). The signal yield is underestimated of 6.7% on
average.

To check the contribution due to the modeling of the signal p.d.f, the sum of two Crystal
Ball distributions where all Crystal Ball parameters have been modeled as a function of the
Z′ mass (see Chapter 4), named “default” signal p.d.f, we apply the following procedure
based on toyMCs:

• perform a fit for different Z′ mass hypothesis with all floating Crystal Ball parame-
ters, to obtain different Crystal Ball parameters;

• define an “alternative” signal p.d.f obtained fixing the Crystal Ball parameters to the
new values obtained from the previous step;

• run 500 toyMCs to get the pull distributions (see Equation 5.3) from the fits per-
formed with both the “default” signal p.d.f and the “alternative” signal p.d.f ;

• fit the pull distributions with a Gaussian distribution to get the means and standard
deviations: (µdefault,σdefault) and (µalternative,σalternative);

• compare the results of the pulls.

We do not observe any significant difference using the “default” with respect to the “alter-
native” signal p.d.f.
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5.4.6 Pre-selection: M < 9.5 GeV/c2

To evaluate the systematic due to the preselection requiring the four-track mass M < 9.5
GeV/c2, we change the cut by ±100 MeV/c2, corresponding to the full width half maxi-
mum of the mass measured at the ϒ (4S) resonance peak: we assume, in practice, that the
four-track mass resolution does not change from 10.58 to 9.5 GeV. The higest variation
we find in the signal efficiency for different Z′ mass hypotheses for the different MLPs is
0.04%, which we assume as an estimate of the systematic contribution due to this source.

5.4.7 Beam energy shift
For the beam energy shift an uncertainty of 1.5 MeV was considered, as it was the case for
the Belle experiment. This is a conservative assumption, as the preliminary corresponding
values from the Belle II experiment are better, of the order of 0.5 MeV. The 1.5 MeV con-
tribution is separately summed and subtracted to the center-of-mass energy

√
s in signal

events and the recoil mass recomputed. The largest difference in the signal efficiency is
estimated to be 0.068%, assumed as the systematic contribution associated to this source.

5.4.8 Momentum resolution
Momentum resolution has been estimated in two different momentum intervals in a in-
ternal study at Belle II [104]. The two relevant plots are shown in Figure 5.20. For the
momentum intervals covered by the two plots, we compute an additive term σp which,
added in quadrature to the Monte Carlo, gives approximately the measured resolution in
data: they are 0.31% and 0.2% for pt < 2 GeV/c and 4.4 < pt < 5.3 GeV/c, respectively.
For intermediate values in the range 2 < pt < 4.4 GeV/c a linear interpolation between
0.31% and 0.2% was used. A Monte Carlo procedure was then put in place by adding
to each track a value extracted from a Gaussian of expected mean 0 and width set to σp
and then recomputing the recoil masses for different signal samples. The analysis selec-
tions were then applied and the variation of efficiencies estimated. We take as systematic
the average of the differences in the efficiency for every mass points, and it results in a
systematic of about 0.01%.

Figure 5.20 Left: σ(pt)/pt resolution in bins of pt for slow pions (MC) and cosmics. Right:
σ(p∗t )/p∗t resolution in bins of p∗t for a dimuon sample, for MC13 and data. From the internal note
[104].
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5.4.9 Summary of systematic uncertainties
Table 5.1 shows all the systematic uncertainties evaluated on the signal efficiency. The
total value depends on the Z′ mass, due to the dependence from the Z′ mass of the PID
systematics, and it varies from a minimum of 8.9% to a maximum of 10.2%. The system-
atic uncertainties associated to the beam energy shift, the pre-selection M < 9.5 GeV/c2

the momentum resolution are negligible. For this analysis we are mainly limited by the
statistics rather than systematic uncertainties that, as shown in Figure 6.6, worsen the sen-
sitivity to the cross section of the process of 1%.
To model the systematic uncertainties as a function of the Z′ mass, it is possible to model
them using a Savitzky–Golay filter to smooth the points, and then linearly interpolate them.
Figure 5.21 shows the modeling of the systematic uncertainties using a Savitzky–Golay(9,2).

Source Systematic Uncertainty

fff trigger efficiency 2.5%
CDCKLM trigger efficiency 1%
PID selection (3.9 - 6.2)%
MLP selection 2.8%
Tracking efficiency 1.8%
Fit (sig+bkg) 6.7%
Luminosity 1%
Others (preselection, beam energy shift,
momentum resolution) 0.08%
Total (8.9% - 10.2%)

Table 5.1 Summary of systematic uncertainties.
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Figure 5.21 Modeling of systematic uncertainties as a function of the Z′ mass.
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6. Sensitivity Estimate and first look at data

This Chapter will describe the method used to estimate the sensitivity on the cross section
of the process and on the coupling constant g′ at 90% of confidence level, discussing also
the effect of systematic uncertainties on the sensitivity. The method used to estimate the
significance from fit and the procedure applied to determine the look-elsewhere effect are
described too.

Finally, the results obtained from the unhiding of 10% of the dataset expected for this
analysis, corresponding to 5.47 fb−1, are discussed.

6.1 Sensitivity evaluation from simulation
From the relation

Nsig = σZ′ ·L · εS (6.1)

where L is the integrated luminosity and εS is the signal efficiency, the sensitivity on the
cross section of the process is:

UL(σZ′)90%CL =
UL(Nsig)90%CL

L · εS
(6.2)

where UL(Nsig)90%CL is the 90% CL upper limit on the number of signal events. In
UL(Nsig)90%CL, the theoretical model assumed enters mainly with the signal efficiency
εS, that depends on the kinematics of the process.
We use the CLs frequentist method [105, 106] to derive UL(Nsig)90%CL by fitting the MC
background only distributions with the signal+background p.d.f (see Chapter 4). This
is technically done in the RooStats framework [107] included in ROOT v6-20-04 [87]:
specifically, we use the asymptotic calculator strategy [108], which provides directly up-
per limits on the cross section computed with a Negative Logarithmic Likelihood (NLL)
[109] approach, using the CLs method.
These limits can be easily converted into upper limits on the coupling constant g′, since
σtheory ∼ g′2, provided the model cross section is known for some value of g′ (which is the
case, using MadGraph5@NLO generator). To estimate the cross section for every possible
Z′ mass we use a linear interpolation, as shown in Figure 6.1. The upper limit on g′ are
obtained with:

UL(g′Z′)90%CL =

√
g′2gen ·UL(σZ′)90%CL

σtheory
(6.3)

In our case g′gen = 0.01 and σtheory is the cross section provided by MadGraph5@NLO
assuming g′gen = 0.01 for the Lµ −Lτ model.

We implement a scanning technique, by performing a series of fits to the recoil mass
distribution in sliding intervals, with a step 1σpeak, the mass resolution of the signal peak.
Figure 6.2 shows the estimate at 90% CL of the sensitivity to the cross section of the
process e+e− → µ+µ−Z′,Z′ → τ+τ− (left )and to the coupling constant g′ (right) as a
function of the Z′ mass, with trigger efficiency and systematic uncertainties included. The
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Figure 6.1 Cross section of the process estimated from the MadGraph5@NLO generator assum-
ing g′ = 0.01, and linearly interpolated. The cross section is expressed in pb.

systematic uncertainties are reported in Section 5.4, resulting to be O(10%), as a function
of the Z′ mass. They are included in the signal+background fit as a Gaussian constraint
of width equal to the systematic uncertainties to the fitted signal yield.
The full set of overlapping MLPs is used to produce the sensitivity curves in Figure 6.2.

Figure 6.2 Preliminary estimate at 90% CL expected sensitivity to the cross section of the process
e+e− → µ+µ−Z′,Z′ → τ+τ− (left) and to the coupling constant of the Lµ −Lτ model (right), with
trigger efficiency and preliminary systematic uncertainties included.

Using this plot, we build a set of contiguous, not overlapping recoil mass intervals, which
we call application ranges, in each of which the MLP giving the best sensitivity is finally
used. They are shown in Figure 6.3. The application ranges are the following:

• MLP1 applied in range [3.60 - 4.70[ GeV/c2
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• MLP3 applied in range [4.70 - 5.75[ GeV/c2

• MLP5 applied in range [5.75 - 6.65[ GeV/c2

• MLP6 applied in range [6.65 - 7.15[ GeV/c2

• MLP7 applied in range [7.15 - 7.60[ GeV/c2

• MLP8 applied in range [7.60 - 8.00[ GeV/c2

• MLP9 applied in range [8.00 - 8.40[ GeV/c2

• MLP10 applied in range [8.40 - 8.90[ GeV/c2

• MLP11 applied in range [8.90 - 9.20] GeV/c2

• MLP12 applied in range [9.20 - 10.0] GeV/c2

The usage of this construction is the following: for a point of generic mass Mrec, the
MLP corresponding to the interval including Mrec is used. As far as the signal extraction
is concerned, the fit procedure uses the mass interval ±20σpeak wide containing points
which passed the same MLP selection of the central point, even if this last extends beyond
the MLP application range. This is done to avoid discontinuities in the mass distributions
which could distort the fit.
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Figure 6.3 Preliminary estimation at 90% CL of the sensitivity to the cross section of the process
e+e− → µ+µ−Z′,Z′ → τ+τ−, with trigger efficiency and preliminary systematic uncertainties in-
cluded. Vertical lines show where the different MLP ranges of application end.
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Finally, we estimate the expected sensitivity at 90% confidence level assuming 80 fb−1

of data and compared it with the existing limit from BABAR [59] and Belle [60], from the
Z′ → µµ analysis, Belle II [57], from the Z′ → inv. analysis, and the constraints derived
from the production of a µ+µ−-pair in νµ scattering, the Trident production [110]. Fig-
ure 6.4 (right) shows the 90% CL expected sensitivity of g′ for the Lµ − Lτ model and
the green/yellow bands corresponding to ±1σ and ±2σ for the expected limits under the
background-only hypothesis, known as Brazilian band, obtained with the CLs frequentist
method. The red band shows the parameter space that could explain the (g−2)µ discrep-
ancy. Figure 6.4 (left) shows the Brazilian band for the 90% CL sensitivity to the cross
section of the process: dashed line is the median expectation from simulation, while black
dots are the upper limits computed with a sample of simulated dataset.
The analysis Z′ → ττ performed at Belle II results to not be competitive to exclude the
Lµ −Lτ model with respect to the existing limits assuming a luminosity of 80 fb−1, and
the best sensitivity we get on g′ is 1.67× 10−2. We are sensitive to cross section below
0.4 fb−1, at 90% CL.
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Figure 6.4 Left: 90% CL expected sensitivity to the cross section of the process: The green/yellow
bands indicate ±1σ and ±2σ intervals for the expected limits under the background-only hypoth-
esis. The median expectation is shown with the dashed line, while black dots are the results from
a simulated dataset. Right: Preliminary 90% CL expected sensitivity of g′ for the Lµ −Lτ model
at Belle II assuming 80 fb−1, compared with the existing observed upper limits from BABAR [59],
Belle [60] (Z′ → µµ), Belle II [57] (Z′ → inv.) and the constraints from Trident production [110].
The red band shows the parameter space that can explain the (g−2)µ .

Effect of systematic uncertainties on sensitivity Figures 6.5 shows the 90% CL sen-
sitivity for the cross section of the process (left) and for the coupling constant g′ (right)
evaluated with and without systematic uncertainties included. Figure 6.6 show the ratio
between the two curves of Figure 6.5, in particular the curve obtained without systematic
uncertainties included divided by the curve obtained with the systematic uncertainties in-
cluded. The effect of 10% systematic uncertainties on the sensitivity to the cross section
and g′ is respectively of the order of 1% and 0.5%, and the difference is due to the square
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root in the definition of g′:

UL(g′Z′)90%CL =

√
g′2gen ·UL(σZ′)90%CL

σtheory
(6.4)
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Figure 6.5 Comparison of the expected sensitivity to the cross section (left) and to g′ (right)
evaluated with (black) and without (red) systematic uncertainties included.
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6.2 Significance calculation study

We also test the calculation of the significance on simulation. The significance is computed
as the square root of twice the difference between the negative logarithm of the likelihoods
(NLL) of the fits on background only samples with signal+background and background
pdf:

S =
√

2 · (NLLsignal+bkg −NLLbkg) (6.5)

More in detail, the signal+background fit is performed first and NLLsignal+bkg is computed.
Then, NLLbkg is evaluated setting the signal strength obtained in the previous step to zero
and re-computing NLL. Figure 6.7 shows the significance, multiplied by the sign of the
signal yield, obtained allowing negative signal yields (left) and the significance obtained
allowing only positive signal yields (right), for the different MLPs, as consistency check.
The highest signal yield is 3.02 in both cases. Negative signal yields do not make sense
physically, but they allow to avoid bias.

Figure 6.7 Significance obtained allowing negative (left) and only positive (right) signal yields.
The significance is considered negative when the signal yield returned for the fit is negative. The
two cases are consistent.

6.3 Look-elsewhere effect (LEE) study

Since we search for a signal of a Z′ with unknown mass, the significance of observing
a local excess from background fluctuations anywhere in the search range must be taken
into account to get the global significance. We approximate the global p-value pglobal in
the asymptotic limit by introducing trial factor, which is the ratio between the probability
of observing the excess at some fixed Z′ mass point, to the probability of observing it
anywhere in the range [111]:

Ntrial = 1+
1

plocal

〈
nup ⟨Ztest⟩

〉
e

Z2
test−Z2

local
2 (6.6)
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where
〈
nup ⟨Ztest⟩

〉
is the average number of times where the significance Z is larger than a

reference significance Ztest determined using multiple background-only MC samples. The
global significance is given by

pglobal = plocal +
〈
nup ⟨Ztest⟩

〉
e

Z2
test−Z2

local
2 (6.7)

The number of up-crossings nup ⟨Ztest⟩ can be determined with good accuracy using a
rather small test significance of e.g. 1σ .
We implement the LEE study with a toyMC technique, using the bootstrap method to
generate 1000 different toy background distributions starting from the realistic one we get
from MC, normalized to a luminosity of 80 fb−1. For each toy distribution, we scan the
mass performing 2385 fits with steps of 0.5σ , and compute the number of upcrossings
for each toy. We allow negative signal yields and define a negative significance in those
cases. From the distribution of the number of upcrossing, using a significance test of 1σ ,
we obtain

〈
nup ⟨Ztest⟩

〉
. Figure 6.8 shows the distribution of the number of upcrossings.

The mean value is nup ⟨Ztest⟩= 69.96. For a local plocal ∼ 3 ·10−7, corresponding to a 5σ

significance, we obtain:

• Ntrial = 1433

• pglobal = 0.00043, corresponding to a significance of 3.33σ

To get a 5σ global significance, we need to observe a local significance of 6.3σ .
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Figure 6.8 Distribution of the upcrossings considering Ztest = 1.
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6.4 Partial data unhiding
The results shown below are still not approved by the Belle II collaboration, since the
internal review of the analysis is still ongoing. We measure the 90% confidence level
upper limits using 5.47 fb−1 of data, that allows to test the whole analysis procedure
on data and gives us a preliminary result on what it will be possible to obtain from this
measurement performing the measurement wth higher luminosity.

Data-MC comparison before the application of the MLP We apply the final event
selection and we also require events with Mµµ > 2 GeV/c2, which is necessary to remove
a large part of hadronic structures, which are not well reproduced in MC.
Figure 6.9 shows that the data-MC agreement in the interesting region, 3.6 < Mrecoil < 8.5
GeV/c2 is reasonable without applying the MLP selection.
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Figure 6.9 Data/MC comparison for the recoil mass calculated with respect to the dimuon.

Data-MC comparison after the MLP selection Figure 6.10 shows the data/MC com-
parison of the recoil mass distribution for the 10% data unhided, after the MLP selection.
The plot shows that data is more or less two times higher than MC, this can be explained
by the fact that we have missing components, like µµππ that is not available at the mo-
ment, and by some differences between simulation and data, like the ISR effect that it
is not simulated in many contributing processes: eeµµ , eeππ , µµµµ , µµττ and eeττ .
For example, eeµµ and µµµµ components close to the ϒ (4S) resonance and, being the
ISR effect not simulated, we expect an excess of MC events on the ϒ (4S) that we remove
selecting M < 9.5 GeV/c2, while an excess of data is expected below this cut.
One can also suppose that the contribution is due to hadronic resonances, however, if so,
the excess of data would be concentrated only for recoil mass higher than 8.5 GeV/c2,
and it is not case. The excess is not removed applying the cut M > 2 GeV/c2, the same
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applied for the data-MC comparison with control samples, and the excess of data for
Mrecoil > 8.5 GeV/c2 seems to be similar to the rest of the distribution. As a consequence,
we can deduce that the MLP selection remove entirely, or at least for the most part, the
hadronic resonances present before the application of MLP selection for M < 2 GeV/c2

(Mrecoil > 8.5 GeV/c2). Also, requiring µID > 0.95 for the two tagging muons does not
remove the excess of data, so we conclude that it is not due to contamination from ππ

events. Additional studies are needed to better understand the discrepancy observed, but
it is worth to remember here that we will measure the background directly with the fit. Of
course, the excess will reduce our sensitivity to the cross section by a factor ∼ 1/

√
2 with

respect to what estimated from MC studies.
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Figure 6.10 Recoil mass distribution for 10% data unhided compared with the different MC
components.

Figure 6.11 show the 90% CL upper limits respectively on cross section of the process
(up) and g′ (down) measured on 10% data unhided (5.47 fb−1), extracted as explained in
Chapter 6. In particular, plots show the expected upper limits in dashed black line, the
observed upper limits in black points, the ±1σ and ±2σ bands.
Figure 6.12 shows the significance distribution as a function of the Z′ mass, obtained from
the fit scan, (left) and the fit of that particular mass point for which we get the highest
significance. The highest significance obtained is 3.26, corresponding to a local p-value
of plocal ∼ 5.4×10−4, for a mass of 5.5655 GeV/c2. Assuming that the LEE effect factor
obtained from MC studies for 80 fb−1 in Section 6.3 is valid also for 5.47 fb−1, the ob-
served local p-value correspond to a pglobal ∼ 0.57, that indicates a statistical fluctuation.
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Figure 6.11 90% CL observed upper limits on the cross section of the process e+e− →
µ+µ−Z′,Z′ → τ+τ− (up) and on the coupling constant of the Lµ − Lτ model, g′, (down) mea-
sured on 5.47 fb−1. The black dashed line shows the median expected upper limits from data, the
green and yellow bands are respectively the ±1σ and ±2σ intervals for the expected limits under
the background-only hypothesis, while black points are the observed upper limits. The measure
has been performed applying the CLs frequentist technique [105].
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Figure 6.12 Left: Significance as function of the Z′ mass obtained from the fit, obtained using
5.47 fb−1 of unhided data. Right: Fit of the mass point of 5.5655 GeV/c2 for the highest signifi-
cance observed of 3.26 from the fit scan.

We estimate the sensitivity to the coupling constant g′ expected for different luminosity
by rescaling the result obtained from simulation assuming 80 fb1 of data: we degrade the
result obtained from simulation by a factor 1/sqrt[4]2, because we observed from data
that the background expected in data is a factor ∼ 2 higher than MC, and we rescale it by
4
√

L . It gives a realistic idea of where Belle II can go with this analysis with the current
dataset. However, it is possible that the scaling factor for g′ is something in between

√
L

and 4
√

L , or it goes more like
√

L in some regions of the recoil mass spectrum (where
background is very low) and 4

√
L in others (where background is higher). the plot in

Figure 6.13 shows several elements, so let has briefly list them here:

• Excluded region by previous measurement: 90% CL exclusion region from Z′ →
inv. analysis performed by Belle II with 0.276 fb−1 [57], 90% CL exclusion region
from Z′ → µµ performed by BABAR with 514 fb−1 [59], Belle with 643 fb−1 and
constraints estimated from Trident production [110];

• preliminary 90% CL sensitivity estimated from simulation using 80 fb−1 with the
analysis discussed in this thesis (see Chapter 6 and Figure 6.4)

• preliminary 90% CL upper limits measured with 5.47 fb−1;

• 90% CL upper limits estimated with 80 fb−1 from simulation rescaled to 267 fb−1,
which correspond to the current full dataset of Belle II;

• the parameter space (g′,MZ′) that can explain the (g−2)µ .

We observe that using the full dataset collected with Belle II up to now (267 fb−1) we will
obtain the best results for this search but we still do not reach the upper limits on g′ of the
Lµ −Lτ model set by BABAR, that used almost double the statistic, and Belle, that used 2.4
times the statistic.
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Figure 6.13 Preliminary 90% CL upper limits on g′ for the Lµ −Lτ model observed with 5.47 fb−1

at Belle II (black solid line) and estimated from simulation assuming 80 fb−1, taking into account
that in data we might have two times the background expected from simulation. The sensitivity
estimated from simulation is rescaled at 267 fb−1 ±1σ (purple band). In grey the excluded region
from BABAR [59], Belle [60] (Z′ → µµ), Belle II [57] (Z′ → inv.) and the constraints from Trident
production [110] is shown. The red band shows the phase space that can explain the (g−2)µ .
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Conclusions and future prospects

In this thesis work, the analysis performed to search for a light dark mediator Z′ decaying
to a ττ-pair in the process e+e− → µ+µ−Z′,Z′ → τ+τ− has been presented. The analysis
is based on Monte Carlo (MC) simulation to estimate the sensitivity to the coupling con-
stant of Z′ to leptons, g′, as a function of the Z′ mass, MZ′ , for a given integrated luminosity
at Belle II.

At the time of writing this thesis, the analysis is meant to be performed on 54.7 fb−1

collected at ϒ (4S) resonance at Belle II in the first half of 2020 (2020a-b, see Table 2.4).
The original plan was to use the dataset collected at ϒ (4S) in 2019 and throughout 2020
on ϒ (4S), corresponding to ∼80 fb−1 in total. However, we do not include data collected
in 2019 (∼ 8.6 fb−1), to avoid possible additional discrepancies mainly due to trigger lines
used in the analysis that were not fully available in the 2019 dataset, and data collected at
the end of 2020 (∼ 16.4 fb−1 collected in 2020c), that have been processed with a different
software release with respect to the one used to produce the official MC that we use (the
only available during most of the period of the analysis). Moreover, we do not use data
collected off-resonance because we can not validate the analysis on them (MC does not
exist for off-resonance).
The analysis has yet to be approved internally by the Belle II collaboration, so we pre-
sented a preliminary 90% confidence level (CL) upper limits on g′ measured using 10%
data unhided, corresponding to 5.47 fb−1. The result shown has not yet been approved
and it can be shown only within this thesis work.
The Z′ discussed in the thesis is introduced in the Lµ −Lτ model, which is a theoretically
and experimentally well motivated model that extends the Standard Model with an addi-
tional symmetry that preserves the difference between the leptonic number of the muon
and tauon, therefore it is a theory free of gauge anomalies and renormalizable. Z′ boson
couples only with muons and tauons through a coupling constant with leptons, g′, and it
could explain the dark matter relic abundance in the Universe as well the (g−2)µ anomaly
for a coupling constant g′ ∼ 10−4 −10−3 and for a Z′ mass in the range MeV/c2-GeV/c2

[21]. Furthermore, recent experimental results, already mentioned in the thesis, showed
the phenomenology introduced by this model as a possible explanation for some tensions
between the measurements obtained and the Standard Model prediction.
As discussed in the thesis, main motivations for this search include:

• currently, no experimental results for the search for a Z′ → ττ resonance recoiling
against a muon pair in µµττ final state exist;

• it can be considered a benchmark model with the possibility to reinterpret the results
found for the Z′ boson of the Lµ −Lτ in other models, and in particular those with
ττ resonance in a µµττ final state (like axion-like particles and leptophilic dark
scalars).

About the analysis, we presented:

• an extensive study of the background reduction based on neural network, the Multi-
Layer Perceptron (MLP) method of the Multivariate Analysis (MVA). The MLP
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uses 14 discriminating variables, deeply presented in the thesis. The selection crite-
ria have been optimized, based on the Punzi figure of merit (Punzi-FOM) variable,
for each 1 GeV-wide bin of MZ′ used in the training of the MVA. The signal effi-
ciency after the MLP selection ranges from 2.5%, at MZ′ = 10 GeV/c2 to 13%, at
MZ′ = 3.6 GeV/c2, with at maximum efficiency of 15% at MZ′ around 5.5 GeV/c2;

• the signal modeling as the weighted sum of two Crystal Ball distributions and the
signal yield extraction through a fit procedure have been tested. In particular, the
strategy consists of performing a fit scan of 2385 with steps of half Z′ mass reso-
lution, σpeak, over the recoil mass distribution calculated with respect to the recoil
µµ-pair;

• the data validation performed using two control samples, the π+π−τ+τ− (CS1)
and the µ+µ−τ+τ− with Mrecoil < 3.4 GeV/c2 (CS2). In the thesis, particularly, we
presented the study performed with CS1, while the study performed with CS2 is dis-
cussed in the Appendix A. For the analysis we use the logical OR between fff and
CDCKLM trigger lines: to perform data validation we use the CDCKLM trigger
efficiency study performed internally at Belle II, while we measure the fff trigger ef-
ficiency, since the trigger simulation is not available in MC. The study on fff trigger
line is fully presented in the thesis. In general we observe a reasonable agreement
between data and MC. Some differences could be explained by the missing model
in MC, rather than the simulation itself.

• the studies on systematic uncertainties. The main sources are: MLP selection, par-
ticle ID selection, fit procedure and trigger selection. Systematics depend a little on
Z′ mass, and in general they amount at O(10%);

• the expected 90% CL upper limits estimated from simulation assuming 80 fb−1,
with systematic uncertainties included, using CLs frequentist technique;

• preliminary 10% data unhiding.

From simulation, we estimate that with 80 fb−1 of data we are sensitive up to σ90%CL ∼ 0.4
fb and g′ ∼ 1.67× 10−2. From the measurement performed with 5.47 fb−1, we exclude
the region above to σ90%CL ∼ 2.72 fb and g′ ∼ 4.5× 10−2. The result on the Lµ − Lτ

obtained with the dataset considered is not competitive with the existing constraints to the
model. However, the analysis would be interesting because it is a first time search that can
open the possibility to reinterpret the results in different theoretical models with a similar
phenomenology. In fact, as already discussed, we will be sensitive also to different models
with ττ resonances in µµττ final state.
For what concerns the publication of the analysis, currently there are two viable ways
under discussion inside the collaboration:

1) publish the analysis with ∼200 fb−1 collected up to mid 2021 (2019, 2020a-b-c,
2021a-b, see Table 2.4);

2) publish the analysis adding data collected in 2019 to the dataset presented in this
thesis, reaching ∼63 fb−1 in total. This opens the possibility to produce an update
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of the analysis with the full dataset collected up to Summer 2022 (almost 400 fb−1

in total) during the long shutdown in 2023 (see Section 2.4);

To include 2019 data, it is necessary to check carefully the efficiency of the trigger lines
used in the analysis, for those data, that can introduce larger discrepancies. It requires few
additional checks on data-MC comparison and systematic uncertainties.
To include data collected in 2020c and 2021a-b, it is necessary to move the analysis on the
new software release. It requires to:

• run the analysis on the new official MC campaign based on the new software release
used to process data until 2021a-b: it requires also to re-train the MVA using the
new MC;

• produce the CDCKLM and fff trigger efficiencies using the full dataset.

For the sake of completeness, in order to use data collected at the end of 2021 (2021c) it is
necessary to wait for the reprocessing of data and the next official MC campaign that will
be both produced with the software release used to collect data in 2021c.
For what concerns a possible update of the analysis with the full dataset collected up to
Summer 2022, the advantages regard the possibility to produce the best possible results
for this analysis in a relatively short time (in 2023), and to be more sensitive in the case
of an existing new τ+τ− resonance still undiscovered. Moreover, there is still margin
of improvement due to the presence of e+e− → µ+µ−τ+τ−, e+e− → e+e−τ+τ− and
e+e− → µ+µ−µ+µ− background components that could be rejected introducing them in
the MVA training, that could be considered for the update.

In conclusion, in this thesis we presented the search for a light Z′ boson of the Lµ −Lτ

model through the process e+e−→ µ+µ−Z′,Z′→ τ+τ−. If no signal will be observed, the
analysis will allow to measure the 90% CL upper limits on the cross section of the process
and to constrain the Lµ −Lτ model. The process analyzed has never been studied before
in other experiments, and the analysis presented, based on 54.7 fb−1, is currently under
internal review. Although, with the dataset considered, we are not competitive with the
existing limits for what concerns the Lµ −Lτ model, the result would be very interesting
both because it is a first time search and because there is the possibility to extend the result
to different models that foresee a ττ resonance in µµττ final state.
For this thesis work we finalized the analysis procedure and estimated the sensitivity for
this search on simulation, assuming 80 fb−1 of data. We also performed the measurement
using 5.47 fb−1, yet to be approved by the collaboration, for this thesis only.
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A. Data-MC comparison: supplementary plots

In this appendix we present some additional plots about data-MC comparison for both con-
trol sample described in Chapter 5. In particular, we show the comparison for discriminant
variables used in the MVA that are described in Chapter 3.

A.1 Control sample π+π−τ+τ−

We require fff trigger on data and we rescale MC using the fff trigger efficiencies. As a
reminder of what described in Chapter 5, we apply the following selection:

• πID > 0.5 for the two tagging pions;

• µID > 0.5 OR eID > 0.5 OR (1−µID− eID)> 0.5 for the other two tracks in the
event (also named τ-daughters);

• M < 9.5 GeV/c2, the standard pre-selection;

• Mππ > 2 GeV/c2. This selection proved to be necessary to remove a large part
of hadronic structures, which dominate and are not reproduced (or are completely
missing) in MC.

We used 54.7 fb−1 of data collected at the ϒ (4S) resonance, and 100/fb of MC.
Figures A.1 shows the data/MC comparison for the dipion mass and the invariant mass of
the four tracks in the event, respectively. The main contributions are qq̄ and ττ processes,
while other contributions are negligible.
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Figure A.1 Data/MC comparison for the invariant mass of the dipion (left) and the invariant mass
of the four tracks in the event (right).

Figures A.2-A.4 show the comparison data-MC for the control sample π+π−τ+τ− for the
discriminant variables sensitive to the presence of a resonance in the recoil system.
Figures A.5-A.8 show the comparison data-MC for the same control sample for the dis-
criminant variables sensitive to the presence of a ττ-pair in the recoil system.
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Figure A.2 Data/MC for the discriminant variable A (left) and p(µ0)R=45o(
√

2/2 ·P)| (right).
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Figure A.3 Data/MC for the discriminant variable R/P (left) and θ (right).
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Figure A.4 Data/MC for the discriminant variable θ1,2 (left) and d121,2 (right).
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Figure A.5 Data/MC for the thrust T (left) and fox-R1 (right).
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Figure A.7 Data/MC for the discriminant variable α(p(µ)max,
−→n T ) (left) and α(p(µ)min,

−→n T )
(right).
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Figure A.8 Data/MC for the discriminant variable ∆ROEE (left) and ∆ROEM (right).

A.2 Control sample µ+µ−τ+τ−, with Mrecoil < 3.4 GeV/c2

The data/MC comparison is here limited to a small region of the recoil mass distribution.
Moreover, with this control sample we are outside the signal region and consequently
outside the region of application of the MLPs, since the first training range starts at 3.6
GeV/c2, so it does not make sense to check the performance of the MLPs with this control
sample.
We require fff -OR-CDCKLM trigger on data and we rescale MC using the fff -OR-CDCKLM
trigger efficiencies. In this case the CDKLM trigger efficiencies are reliable because there
are the two tagging muons. We apply the following selection:

• µID > 0.5 for the two tagging muons;

• µID > 0.5 OR eID > 0.5 OR (1−µID− eID)> 0.5 for the other two tracks in the
event (also named τ-daughters);

• M < 9.5 GeV/c2, the standard pre-selection;

• Mµµ > 2 GeV/c2. This selection proved to be necessary to remove a large part
of hadronic structures, which dominate and are not reproduced (or are completely
missing) in MC.

For this study we used 54.7 fb−1 of data collected at the ϒ (4S) resonance, and 500 fb−1

of MC13a for all background components.
Figure A.9 shows the data/MC comparison respectively for the µµ-pair invariant mass
(up-left), the recoil mass distribution (up-right) and the invariant mass of the four tracks
(down-left). The discrepancies observed are reasonably due to some missing components
in MC: for example, in Figure A.9 up-left is possible to observe the presence of the J/ψ

resonance, and in Figure A.9 down-left the presence of the ψ(2S) resonance (not included
in MC in both cases). Moreover, the eeµµ and µµµµ processes are generated without
ISR contribution. The radiative tail of µµµµ events, for example, is not simulated, and
causes an excess of MC at the ϒ (4S), removed by the preselection M < 9.5 GeV/c2, and
an excess of data just below this cut, which is in fact observed in Figure A.9 down-left.
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Figure A.9 Data/MC comparison for the in-
variant mass of the dimuon (up-left), for the re-
coil mass calculated with respect to the dimuon
(up-right) and for the invariant mass of the four
tracks in the event (down-left).

Additionally, other missing components are µµππ and, at the moment. Figures A.10-A.12
show the comparison data-MC for the control sample π+π−τ+τ− for the discriminant
variables sensitive to the presence of a resonance in the recoil system. Figures A.13-A.16
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Figure A.10 Data/MC for the discriminant variable A (left) and p(µ0)R=45o(
√

2/2 ·P)| (right).

show the comparison data-MC for the same control sample for the discriminant variables
sensitive to the presence of a ττ-pair in the recoil system.
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Figure A.11 Data/MC for the discriminant variable R/P (left) and θ (right).
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Figure A.12 Data/MC for the discriminant variable θ1,2 (left) and d1,2 (right).

fox-R1

1−10

1

10

210

310

410

E
nt

rie
s

ττ
qq

µµee
µµ

ττµµ
µµµµ
ππee
ττee

Data

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
fox-R1

0.5

1

1.5

D
at

a/
M

C

T

1−10

1

10

210

310

410

E
nt

rie
s

ττ
qq

µµee
µµ

ττµµ
µµµµ
ππee
ττee

Data

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

T

0.5

1

1.5

D
at

a/
M

C

Figure A.13 Data/MC for the thrust T (left) and fox-R1 (right).
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Figure A.15 Data/MC for the discriminant variable α(p(µ)max,
−→n T ) (left) and α(p(µ)min,

−→n T )
(right).
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Figure A.16 Data/MC for the discriminant variable ∆ROEE (left) and ∆ROEM (right).
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A.3 10% data unhiding
We require fff -OR-CDCKLM trigger on data and we rescale MC using the fff -OR-CDCKLM
trigger efficiencies. Just as a reminder, we apply the following selection:

• µID > 0.5 for the two tagging muons;

• µID > 0.5 OR eID > 0.5 OR (1−µID− eID)> 0.5 for the other two tracks in the
event (also named τ-daughters);

• M < 9.5 GeV/c2, the standard pre-selection;

• Mµµ > 2 GeV/c2. This selection proved to be necessary to remove a large part
of hadronic structures, which dominate and are not reproduced (or are completely
missing) in MC.

For this study we used 5.47 fb−1 of data collected at the ϒ (4S) resonance, and 500 fb−1

of MC for all background components.
Figure A.17 shows the data-MC comparison for the invariant mass of the µµ-pair and for
the invariant mass of the four tracks in the events. Figures A.18-A.20 show the comparison
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Figure A.17 Data/MC comparison for the invariant mass of the dimuon (left) and for the invariant
mass of the four tracks in the event.

data-MC for the discriminant variables sensitive to the presence of a resonance in the recoil
system.
Figures A.21-A.24 show the comparison data-MC for the discriminant variables sensitive
to the presence of a ττ-pair in the recoil system.
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Figure A.18 Data/MC for the discriminant variable A (left) and p(µ0)R=45o(
√

2/2 ·P)| (right).
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Figure A.19 Data/MC for the discriminant variable R/P (left) and θ (right).
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Figure A.20 Data/MC for the discriminant variable θ1,2 (left) and d1,2 (right).
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Figure A.21 Data/MC for the thrust T (left) and fox-R1 (right).
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Figure A.22 Data/MC for the discriminant variable Σ
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Figure A.23 Data/MC for the discriminant variable α(p(µ)max,
−→n T ) (left) and α(p(µ)min,

−→n T )
(right).
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Figure A.24 Data/MC for the discriminant variable ∆ROEE (left) and ∆ROEM (right).
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B. MVA supplementary plots and PID studies

In the first paragraph of this appendix we show some additional plots from MVA studies,
while some additional studies concerning the MVA background efficiency and selection
applied using the particle identification variables are shown in the second and third para-
graphs.
For more details on MVA implementation see Chapter 3.

B.1 Supplementary plots from MVA
Figures B.1 and B.2 shows the linear correlation matrix of the discriminant variables for
1 GeV-wide training ranges 6 and 11, that correspond respectively to the training per-
formed on intermediate and high recoil masses: [8.1,7.1] GeV/c2 and [9.1,7.1] GeV/c2.
We observe that correlations between most of variables are different for signal and back-
ground. However, as the recoil mass increases, the correlations become more and more
similar reducing the performance of MVA. Figures B.3 and B.4 show the ROC curves for

Figure B.1 Linear correlation coefficients for signal (right) and background (left) of the discrim-
inant variables used in the MLP training for the sixth training range: MZ′ = [6.1,7.1] GeV/c2.

the 1 GeV-wide ranges, where also the two different MVA methods (MLP and BDT) are
compared. The plots shown are for training ranges from 5 to 12. For the first four training
ranges see Chapter 3.
Figures B.5-B.7 shows the MLP convergence test for the first four 1 GeV-wide ranges.
The plots show the convergence of the MLP error function as a function of the number
of training cycles (epochs). The distributions reach a plateau and stops to decrease. They
give indication that there is no over-training.
Finally, Figures B.8 and B.9 shows the MLP neuron output for the MLP 1 GeV-wide
ranges. Again, the training and testing sample are statistically compatible so no sensible
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over-training seems to be in force. Plots are for training ranges from 5 to 12, while the
first four are shown in Chapter 3.

Figure B.2 Linear correlation coefficients for signal (right) and background (left) of the discrim-
inant variables used in the MLP training for the eleventh training range: MZ′ = [8.6,9.6] GeV/c2.

Figure B.3 ROC curves for 1GeV-range 5, 6, 7, 8.
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Figure B.4 ROC curves for 1GeV-range 9, 10, 11, 12. MLP is a bit better than BDT.
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Figure B.5 MLP convergence tests for the first our 1GeV-ranges.
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Figure B.6 MLP convergence tests for 1GeV-range 5, 6, 7 and 8.
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Figure B.7 MLP convergence tests for 1GeV-range 9, 10, 11 and 12.
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Figure B.8 MLP output neuron for 1GeV-range 5, 6, 7 and 8.
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Figure B.9 MLP output neuron for 1GeV-range 9, 10, 11 and 12.
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B.2 Additional checks on MVA effects
It can be useful to check if a specific event type contribute more to background than to
signal in particular regions of the recoil mass to exploit this information to reject back-
ground. The type of the events are classified depending on the identification of the two
τ −daughters tracks using the following selection based on PID variables:

• if µID > 0.5 the track is considered as a muon;

• if eID > 0.5 the track is considered as an electron;

• if (1−µID− eID)> 0.5 the track is considered as a hadron.

So, for example, if we have one τ −daughter classified as a muon and the other classified
as a hadron, the event type is classified as eh.
Figure B.10 shows the contribution of the different type of events to the recoil mass dis-
tribution, respectively for background (left) and a signal flat in the recoil mass distribution
(right): there is no particular type of event that contributes more in a specific region in the
background than in the signal.
Figure B.11 shows the background efficiency of the 1-GeV wide MLPs applied on dif-
ferent background components. The efficiency is different for the different background
components.
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Figure B.10 Recoil mass distribution of background assuming 80 fb−1 of luminosity (left) and
of a signal flat in the recoil mass distribution (right). The colours represent the different type of
events.
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Figure B.11 Background efficiency for the 1-GeV wide MLPs. The grey dashed lines delimit the
MLP application ranges. The colours indicate the different background processes considered.

B.3 PID selection checks
It is also interesting to check how the analysis performance changes selecting the two tag-
ging muons with µID > 0.9 rather than µID > 0.5.
To check the analysis performance, the Punzi-FOM has been used, after the application of
the MLP selection for different signal masses and assuming 80 fb−1 of background.
The number of background events used in definition of the Punzi-FOM has been evalu-
ated counting the number of background events within ±20σ from the nominal Z′ mass
and estimating the number of background events within ±5σ from the nominal Z′ mass
dividing by 4. The results of this procedure should mimic the result we will get from the
fit procedure.
Figure B.12 shows the Punzi-FOM after the application of the MLP selections for some
signal samples and assuming a background of 80 fb−1 selecting the tagging muons with
µID > 0.9 and µID > 0.5. We do not observe a significant difference in the two cases,
because the loss of signal efficiency compensates the lower background expected cutting
tighter on the µID.
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Figure B.12 Punzi-FOM after the application of the MLP selections for some signal samples and
assuming a background of 80 fb−1 selecting the tagging muons with µID > 0.9 and µID > 0.5.
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C. Fit procedure: supplementary plots

Figures C.1-C.8 show the pull distributions for signal and background for the different
number of signal events injected (0, 10, 30 and 50) for the all Z′ mass hypothesis used to
produce the plots in Figures 4.17 and 4.18.

5− 4− 3− 2− 1− 0 1 2 3 4 5

pull

0

5

10

15

20

25

30

35

E
nt

rie
s 

/ (
0.

2)

2c = 3625 MeV/Z'M

 0.06± = 0.04 µ

 0.06± = 0.86 σ

 = 0 events, Signal
inj

sig

5− 4− 3− 2− 1− 0 1 2 3 4 5

pull

0

5

10

15

20

25

30

35

E
nt

rie
s 

/ (
0.

2)

2c = 3625 MeV/Z'M

 0.07± = 0.08 µ

 0.07± = 1.02 σ

 = 0 events, Background
inj

sig

5− 4− 3− 2− 1− 0 1 2 3 4 5

pull

0

5

10

15

20

25

30

35

E
nt

rie
s 

/ (
0.

2)

2c = 3625 MeV/Z'M

 0.06± = -0.04 µ

 0.05± = 0.94 σ

 = 10 events, Signal
inj

sig

5− 4− 3− 2− 1− 0 1 2 3 4 5

pull

0

5

10

15

20

25

30

35

E
nt

rie
s 

/ (
0.

2)

2c = 3625 MeV/Z'M

 0.06± = 0.05 µ

 0.05± = 0.95 σ

 = 10 events, Background
inj

sig

5− 4− 3− 2− 1− 0 1 2 3 4 5

pull

0

5

10

15

20

25

30

35

E
nt

rie
s 

/ (
0.

2)

2c = 3625 MeV/Z'M

 0.06± = -0.12 µ

 0.06± = 1.00 σ

 = 30 events, Signal
inj

sig

5− 4− 3− 2− 1− 0 1 2 3 4 5

pull

0

5

10

15

20

25

30

35

E
nt

rie
s 

/ (
0.

2)

2c = 3625 MeV/Z'M

 0.06± = -0.05 µ

 0.05± = 0.93 σ

 = 30 events, Background
inj

sig

5− 4− 3− 2− 1− 0 1 2 3 4 5

pull

0

5

10

15

20

25

30

E
nt

rie
s 

/ (
0.

2)

2c = 3625 MeV/Z'M

 0.06± = -0.11 µ

 0.06± = 1.03 σ

 = 50 events, Signal
inj

sig

5− 4− 3− 2− 1− 0 1 2 3 4 5

pull

0

5

10

15

20

25

30
E

nt
rie

s 
/ (

0.
2)

2c = 3625 MeV/Z'M

 0.07± = -0.03 µ

 0.06± = 1.08 σ

 = 50 events, Background
inj

sig

Figure C.1 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 3.625 GeV/c2.
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Figure C.2 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 4.450 GeV/c2.
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Figure C.3 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 5.600 GeV/c2.
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Figure C.4 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 7.400 GeV/c2.
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Figure C.5 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 8.200 GeV/c2.
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Figure C.6 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 8.825 GeV/c2.
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Figure C.7 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 9.250 GeV/c2.
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Figure C.8 Pull distributions for signal and background for the different number of signal events
injected, for Z′ = 9.800 GeV/c2.
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D. Upper limit calculation

The 90% confidence level upper limits to the measured Z′ signal cross section has been
computed within the RooStats framework [107], using the asymptotic calculator tool
[108], with the following assumptions:

• the likelihood of the observed number of events is assumed to be Poissonian;

• all systematic uncertainties, including effect on signal efficiency due trigger effi-
ciency, tracking efficiency, particle ID selection, luminosity determination, MLP
selection, fit procedure, are modeled with a Gaussian function, with a width equal
to the estimated size of the effect (see Table 5.1);

• the expected background number of events is assumed to be Poissonian.

In particular, upper limits have been calculated using a NLL [109] approach, using the CLs
method [105, 106].
The model implemented for the fit is

Nbkg · fBKG(x)+Nsig · fSIG(x)

Nsig = σZ′ · εS ·L
(D.1)

Where Nbkg and Nsig are respectively the number of background events and the signal yield
returned from the fit, while fBKG(x) and fSIG(x) are the p.d.fs of signal and background
of the observable x. The signal yield is defined as the product of the cross section of the
process, σZ′ , the signal efficiency, εS, and the luminosity L considered. So the number of
observed events is

Nobs = σZ′ · εS ·L +Nbkg (D.2)

The calculation has been worked out by using for Nobs a Poissonian distribution convoluted
with a Gaussian that summarizes the effects of all systematic uncertainties.
The procedure implemented in RooStats allow to directly obtain the upper limits on σZ′ .

D.1 CLs technique
A not exhaustive description of the CLs technique is presented in this Section. However,
the interested reader can find more details in Reference [112]. The CLs method consists in
normalizing the confidence level observed for the signal+background hypothesis, CLs+b,
to the confidence level observed for the background-only hypothesis, CLb:

CLs ≡
CLs+b

CLb
=

ps+b

1− pb
(D.3)

where, CLs+b = ps+b is the tested p-value, while CLb = 1− pb is the probability to get an
observation which is less background-like than the observed one. In general, this method
is performed in order to obtain conservative limits on the signal hypothesis.
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With CLs method the signal hypothesis will be considered excluded at the confidence
level CL when 1−CLs ≤ CL. By definition, CLs is not a true confidence level, so the
hypothetical false exclusion rate is generally less than the nominal rate of 1−CL. Thus
the use of CLs increases the “coverage” of the analysis, but it also avoids that, considering
two experiments with the same small expected signal rate but with different backgrounds,
the experiment with the larger background may have a better expected performance, as it
may happen considering CLs+b only.
The following list specifies the general procedure.

1) Likelihood function L(data|σZ′,θ)

L(data|µ,θ) = P(data|σZ′ ·Nexp
sig (θ)+Nexp

bkg(θ)) · p(θ̃ |θ) (D.4)

where data can be real data, simulation, or pseudo-data briefly discussed later. In our
case, the parameter of interest is σZ′ , the cross section of the process, Nexp

sig and Nexp
bkg

are the number of expected signal and background events. Multiple uncertainties can
affect the predictions for both signal and background yields and they are handled
by introducing nuisance parameters θ : in our case the width of the Gaussian that
summarizes the effects of all systematic uncertainties and the number of expected
background events itself. θ̃ represents the default value of the nuisance parameters,
so p(θ̃ |θ) is the p.d.f constraining the likelihood of the main measurement.
Considering an unbinned likelihood over n events in the data sample, P(data|σZ′s+
b) stands for

1
n

Πi(σZ′S fSIG(xi)+B fBKG(xi)) · e−(σZ′S+B) (D.5)

where xi is the set of observables, S and B are total event rates expected for signal
and background.

2) To compare the compatibility of data with background-only and signal+background
hypotheses, the test statistic used q̃σZ′ is based on the profile likelihood ratio

q̃σZ′ =−2ln
L(data|σZ′, θ̂σZ′ )

L(data|σ̂Z′, θ̂)
(D.6)

where θ̂µ refers to the conditional maximum likelihood estimators of θ , given data
and σZ′ , while (σ̂Z′, θ̂) is the pair of parameters that correspond to the global maxi-
mum of the likelihood.

3) The observed value of the test statistic for the particular σZ′ tested is found q̃obs
σZ′

.

4) The asymptotic calculator creates a set of Asimov datasets, that are pseudo-datasets
for the background-only hypothesis. A Asimov dataset is generated for a particu-
lar set of model parameters such that the maximum likelihood best-fit value of all
expected background events and the nuisance parameters are equal to the nominal
ones. In this condition, asymptotic formulae for p.d.f f (q̃σZ′ |σZ′ = 0, θ̂ obs

0 ), where
θ̂ obs are obtained from fitting the observed data, from which one can derive the
median expected limits and their bands, using the Asimov dataset.
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5) Having constructed the two f (q̃σZ′ |σZ′ = 0, θ̂ obs
0 ) and f (q̃σZ′ |σZ′ , θ̂ obs

σZ′
) distributions,

the two p-values associated with the observations for the signal+background and
background-only hypotheses, ps+b and pb are defined as

ps+b = P(q̃σZ′ ≥ q̃obs
σZ′

|sig+bkg) =
∫

∞

q̃obs
σZ′

f (q̃σZ′ |σZ′, θ̂ obs
σZ′

)dq̃σZ′

1− pb = P(q̃σZ′ ≥ q̃obs
σZ′

|bkg−only) =
∫

∞

q̃obs
0

f (q̃0|0, θ̂ obs
0 )dq̃σZ′

(D.7)

CLs is defined in Equation D.3. For further details see also Reference [112]. Figure D.1
shows the result of the asymptotic calculator for the extraction of the 90$ CL upper limit
for the mass MZ′ = 5.655 GeV/c2 with the CLs method, on simulation. The plot shows
the p-value as a function of the tested cross section σZ′ . The red line at 0.1 represents
the significance, α , corresponding to 90% CL. The value extracted from the plot are the
intersections between the red line (α = 0.1) and the curves indicated in the legend of the
plot.
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Figure D.1 Result of the asymptotic calculator for the calculation of the 90% CL upper limit for
MZ′ = 5.655 GeV/c2 using the CLs method, on simulation.
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Glossary and achronims

SM: Standard Model.

MC: Monte Carlo.

DM: dark matter.

CMBR: Cosmic Microwave Background Radiation.

WIMP: weakly interacting massive particle.

DS: dark sector.

VXD: Vertex Detector.

PXD: Pixel Detector.

DEPFET: Depleted Field Effect Transistor.

SVD: Silicon Vertex Detector.

DSSD: Double-Sided Silicon Strip Detector.

ASIC: application specific integrated circuit.

APV25: SVD front-end readout ASIC.

CDC: Central Drift Chamber.

ECL: Electromagnetic Calorimeter.

BECL: Barrel Electromagnetic Calorimeter.

ARICH: Aerogel Ring Imaging Cherenkov counter.

TOP: Time-of-propagation counter.

MCP-PMT: micro-channel plate photo-multiplier.

KLM: KL and µ detector.

RPC: resistive plate chambers.

L1: hardware-based Level 1 trigger.

FPGA: Field Programmable Gate Array.
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GRL: Global Reconstruction Logic.

GDL: Global Decision Logic.

HLT: software-based High Level Trigger.

basf2: Belle Analysis Framework 2.

DAQ: Data Acquisition System.

ISR: Initial State Radiation.

FSR: Final State Radiation.

MVA: Multi-Variate Analysis.

MLP: Multi-Layer Perceptron. One of the MVA methods.

BDT: Boosted Decision Tree. One of the MVA methods.

ANN: artificial neural network.

FOM: figure of merit.

ROC: receiver operating characteristic.

CL: confidence level.

UL: upper limits.

LEE: The look-elsewhere effect is a phenomenon in the statistical analysis where an ap-
parently statistically significant observation may have actually arisen by chance.

Tagging muons (pions): the name we gave to the two muons (pions) not coming from the
Z′ decay in µµZ′,Z′ → ττ (control sample: ππZ′,Z′ → ττ).

τ-daughters: the name we gave to the two tracks reconstract ar products from the decay of
the τs from the Z′ decay in µµZ′,Z′ → ττ (control sample: ππZ′,Z′ → ττ).

Recoil mass: the mass of the system recoiling against two well identified opposite charge
muons.

fff trigger line: requires at least three tracks reconstructed inside the Belle II detector.

CDCKLMn trigger lines: requires that the number of matched CDC tracks and KLM hits
is n, where n = 1,2,3,4.

CDCKLM trigger: the logical OR of CDCKLMn trigger lines.
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CS1: indicate the control sample number 1, which is π+π−τ+τ− for us. In this control
sample we have two charged tracks, with opposite charge, identified as pions and two
additional tracks that can be muons, electrons or pions.

CS2: indicate the control sample number 2, which is µ+µ−τ+τ− with Mrecoil < 3.3
GeV/c2 for us. In this control sample we have two charged tracks, with opposite charge,
identified as muons and two additional tracks that can be muons, electrons or pions.

CLs method: a statistical method for setting upper limits on model parameters.

Crystaball distribution: it consists of a Gaussian core portion and a power-law low-end
tail, below a certain threshold, and it commonly used to model various lossy processes in
high-energy physics.

NDF: number of degrees of freedom.
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3.12: distributions of the discriminant variables R/P and θ for MZ′ = 9.6 GeV/c2.

3.13: distributions of the discriminant variables θ1,2 and d1,2 for MZ′ = 3.6 GeV/c2.

3.14: distributions of the discriminant variables θ1,2 and d1,2 for MZ′ = 6.6 GeV/c2.

3.15: distributions of the discriminant variables θ1,2 and d1,2 for MZ′ = 9.6 GeV/c2.

3.16: invariant mass of photon pairs compatible with the hypothesis of π0, for signal, ττ and qq̄
events.

3.17: α(π0, p(µ)max), α(π0,µp,min), α(π0, p(µ)max) vs α(π0, p(µ)min for MZ′ = 3.6 GeV/c2 and
main background components.

3.18: discriminant variables Σ
n

π0
i=0Ei(π

0)CMS
IN ), Σ

n
π0

i=0Ei(π
0)CMS

OUT for MZ′ = 3.6 GeV/c2.

3.19: thrust, T distribution for signal and background for MZ′ = 3.6 GeV/c2, MZ′ = 6.6 GeV/c2

and MZ′ = 9.6 GeV/c2.

3.20: f oxR1 distribution for signal and background for MZ′ = 3.6 GeV/c2, MZ′ = 6.6 GeV/c2 and
MZ′ = 9.6 GeV/c2.

3.21: α(p(µ)max,T ) distribution for signal and background for MZ′ = 3.6 GeV/c2, MZ′ = 6.6
GeV/c2 and MZ′ = 9.6 GeV/c2.

3.22: α(p(µ)min,T ) distribution for signal and background for MZ′ = 3.6 GeV/c2, MZ′ = 6.6
GeV/c2 and MZ′ = 9.6 GeV/c2.

3.23: ∆ROEM distribution for signal and background for MZ′ = 3.6 GeV/c2, MZ′ = 6.6 GeV/c2 and
MZ′ = 9.6 GeV/c2.

3.24: ∆ROEE distribution for signal and background for MZ′ = 3.6 GeV/c2, MZ′ = 6.6 GeV/c2 and
MZ′ = 9.6 GeV/c2.

3.25: Multi-Layer Perceptron with one hidden layer
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3.26: schematic view of a decision tree

3.27: original and flattened recoil mass distribution of the merged signal samples produced.

3.28: Punzi values obtained for different training ranges

3.29: linear correlation coefficients for signal and background of the discriminant variables used
in the MLP training for the first training range.

3.30: ROC curves for the first four 1 GeV-ranges for BDT and MLP.

3.31: MLP output neuron for the first four 1 GeV-ranges.

3.32: modeling of the optimal MLP cut.

3.33: modeling of the signal efficiency.

3.34: signal efficiencies before and after the MLP selection.

3.35: recoil mass distribution for background before and after the MLP selection.

3.36: comparison of the signal efficiencies for a Z′ boson and a leptophilic dark scalar for MLP1,
2, 3 and 4.

3.37: comparison of the signal efficiencies for a Z′ boson and a leptophilic dark scalar for MLP5,
6, 7 and 8.

3.38: comparison of the signal efficiencies for a Z′ boson and an axion-like particle for MLP1, 2,
3 and 4.

3.39: comparison of the signal efficiencies for a Z′ boson and an axion-like particle for MLP5, 6,
7 and 8.

4.1: fit to the recoil mass distribution for the MC signal samples respectively for a generated Z′

mass of 3.6, 4.6, 7.6, 8.6 GeV/c2.

4.2: resolution evaluated from the fit of the recoil mass distribution for the different Z′ masses.

4.3: fCB1 vs Z′ mass for different fit ranges and the distribution of all values fitted with a Gauss
distribution.

4.4: σCB2 vs Z′ mass for all the fit ranges.

4.5: functions obtained fitting. σCB2 vs Z′ mass in the Z′ mass range [3.6,5.6] GeV/c2 and the
averaged function.

4.6: functions obtained fitting σCB2 vs Z′ mass in the Z′ mass range [5.6,9.0] GeV/c2 and the
averaged function.

4.7: functions obtained fitting. σCB2 vs Z′ mass in the Z′ mass range [9.0,10.05] GeV/c2 and the
averaged function.
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4.8: c. The red line is the modeling, obtained from the average functions.

4.9: σCB2 vs Z′ mass for all the fit ranges shown in the legend and the σCB1 vs Z′ mass for all the
fit ranges shown in the legend.

4.10: Final modeling of αCB1, nCB1, αCB2 and nCB2 as a function of Z′ mass.

4.11: fit to the recoil mass distribution for the MC signal samples respectively for a generated Z′

mass of 3.6, 4.6, 7.6, 8.6 GeV/c2. The fit was performed keeping fixed all the CB parameters
except Nsig in the signal p.d.f.

4.12: comparison of χ2/NDF vs Z′ for different fit ranges, for a toy-MC. and σpeak vs Z′ mass
obtained from the fit with all CB parameters free and fixed.

4.13: fit to the recoil mass distribution for the MC signal samples respectively for a generated Z′

mass of 3.6, 4.6, 7.6, 8.6 GeV/c2. The fit was performed keeping fixed all the CB parameters
except Nsig in the signal p.d.f, after the MLP selection.

4.14: Number of fitted signal events as a function of the number of generated signal events for
MZ′ = 3.6 GeV/c2.

4.15: the fit signal+background to the recoil mass distribution for the MC signal samples for Z′

mass of 3.6, 4.6, 7.6, 8.6 GeV/c2.

4.16: χ2/NDF vs Z′ for different fit ranges, for a toy-MC.

4.17: mean and RMS from Gauss fit of pull distribution obtained from signal fit from toy-MC.

4.18: mean and RMS from Gauss fit of pull distribution obtained from background fit from toy-
MC.

4.19: pull distributions for signal and background for the different number of signal events injected,
for Z′ = 6.375 GeV/c2.

4.20: Average reduce χ2 for different fit ranges and different number of signal events injected.

5.1: signal events for different Z′ mass do not peak at the nominal values of the Z′ mass.

5.2: 90% confidence level upper limit on the cross section and g′ coupling constant for the control
sample π+π−τ+τ− (CS1) estimated applying a cut and count strategy.

5.3: fff trigger efficiency as a function of the two minimum transverse momenta for events with
less than 2 tracks in the barrel, and efficiency errors.

5.4: fff trigger efficiency as a function of the two minimum transverse momenta for events with 2
tracks in the barrel, and efficiency errors.

5.5: fff trigger efficiency as a function of the two minimum transverse momenta for events with 3
tracks in the barrel, and efficiency errors.

5.6: fff trigger efficiency as a function of the two minimum transverse momenta for events with 4
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tracks in the barrel, and efficiency errors.

5.7: Signal efficiency requiring fff -OR-CDCKLM trigger, only fff trigger and only CDCKLM
trigger.

5.8: Data/MC comparison for the recoil mass calculated with respect to the dipion.

5.9: Thrust distribution for ττ and qq̄ events.

5.10: Data/MC comparison for the recoil mass calculated with respect to the dipion, for events
with a thrust higher than 0.92, enriched in ττ-like events, and lower than 0.87, enriched in qq̄-like
events.

5.11: Data/MC comparison for the recoil mass calculated with respect to the dipion, showing the
MC ±1σ band.

5.12: signal efficiency as a function of the Z′ mass for different configuration of the fff -OR-
CDCKLM triggers.

5.13: distribution of the highest difference between all the configuration of fff -OR-CDCKLM
tested for each Z′ mass point.

5.14: systematic uncertainties associated to the CDCKLM trigger as a function of the Z′.

5.15: PID systematics as a function of the Z′ mass.

5.16: Data/MC comparison of the MLP efficiency on background, evaluated using control sample
π+π−τ+τ−, for four different MLPs (MLPs from 1 to 4).

5.17: Data/MC comparison of the MLP efficiency on background, evaluated using control sample
π+π−τ+τ−, for four different MLPs (MLPs from 5 to 8).

5.18: 0th-order polynomial fit to the ratio εData/εMC in the full range covered by the π+π−τ+τ−

control sample. The uncertainty of the fit is considered as systematic.

5.19: distribution of the difference of the means, µ , returned by the Gaussian fit of the pulls from 0
for each mass point, evaluated as (0−µ). The signal yield is underestimated of 6.7% on average.

5.20: σ(pt)/pt resolution in bins of pt for slow pions (MC) and cosmics and σ(p∗t )/p∗t resolution
in bins of p∗t for a dimuon sample, for MC13 and data.

5.21: modeling of systematic uncertainties as a function of the Z′ mass.

6.1: cross section of the process estimated from the MadGraph5NLO generator assuming g′= 0.01,
and linearly interpolated. The cross section is expressed in pb.

6.2: preliminary estimate at 90% CL expected sensitivity to the cross section of the process and to
g′ model, with trigger efficiency and preliminary systematic uncertainties included.

6.3: preliminary estimate at 90% CL expected sensitivity to the cross section of the process with
vertical lines showing where the different MLP ranges of application end.
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6.4: 90% CL sensitivity to the cross section of the process: The green/yellow bands indicate ±1σ

and ±1σ intervals for the expected limits under the background-only hypothesis. The median ex-
pectation is shown with the dashed line, while black dots are the observed upper limits measured in
simulation. And 90% CL sensitivity to g′ with Brazilian band compared with the existing exclusion
region from other experiments.

6.5: comparison of the sensitivity to the cross section and to g′ evaluated with and without system-
atic uncertainties included.

6.6: ratio of the sensitivity to the cross section and to g′ evaluated with and without systematic
uncertainties included.

6.7: significance obtained allowing negative and only positive signal yields.

6.8: distribution of the upcrossings considering Ztest = 1.

6.9: data/MC comparison for the recoil mass calculated with respect to the dimuon.

6.10: recoil mass distribution for 10% data unhided compared with the different MC components.

6.11: 90% CL upper limits on the cross section of the process and g′ measured on 5.47 fb−1 of
unhided data, with Brazilian band.

6.12: Significance as function of the Z′ mass obtained from the fit, obtained using 5.47 fb−1 of
unhided data. Fit of the mass point of 5.5655 GeV/c2 for the highest significance observed of 3.26
from the fit scan is also shown.

6.13: preliminary 90% CL upper limits on g′ observed with 5.47 fb−1 at Belle II, and estimated
±1σ rescaling at 80 fb−1 and 200 fb−1, compared with the existing excluded region.
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